
CONTINUOUS SPEECH RECOGNITION WITH THE 
CONNECTIONIST VITERBI TRAINING PROCEDURE: 

A SUMMARY OF RECENT WORK 

Michael Franzini 
Telefhica Investigacih y Desarrollo; Emilio Vargas, 6; 28043 Madrid SPAIN 

Alex Waibel 
School of Computer Science; Cariiegie Melloii University; Pittsburgh, PA 15213 USA 

Kai-Fu Lee 
Applr Computer Corporation; Cupertino, (‘A 95014 I J S A  

18-22 November 1991 

ABSTR.ACT 

Hybrid methods wliich coriibiiie hitltlen Markov iiiotlels ( HMMs) and roniiert.ionist tecliiiiqurs t.akt3 atlvantage 
of what are believed to be the strong points of earh of the t.wo approaches: the powerful tliscriiiiiilaLioir-I,asrtl 
learning of connertionist, net,works antl the tiwe-aligiiment capability of HMMs. (‘oniiert~ionist Viterhi Trainilig 
(CVT) is a siniple variation of Viterbi training which iises a back-propagation network to reprrsent the outpiit 
distributions associated with the transitions in the HMM. The work reported here represents the culmination of 
three years of investigation of various nieans by whirh HMMs and neural networks ( N N s )  rail b e  roiil1)inetl for 
continuous speech recognition. This paper describes thr C‘VT procedurr, discusses the fart,ors irlost iiiiportant. 
to its design and reports its recognit,ion performance. Several changes rnade bo the systerii over t,he past year 
are reported here, inrlutling: (1) the change from recurrent, to non-recurrent. N N s ,  (2)  the rhaiigr froln SPHINX- 
style phone-based HMMs t,o word-based HMMS, (3) the addition of a rorrert,ive training procedure, and (3 )  the 
addition of an alternat,e niotlel for every word. The CVT syst.eiri, incorporating t,lwsr rhangrs, arliirvrs 99. I%, 
word accuracy and 98.0% st,ring accuracy on the TI/NBS Connerted Digits task (“TI Digits”). 

1. 

Recent work in continuous speech recognition has: focused on augiiient,ing exist.ing liitltlen Markov iiiotlrl ( H  M M )  
based techniques with other iiiet.hotls. One direction t,liis research has takrn is t.owards t , l ir IISP of powerful 
dzsrniuinution nietliods instead of the Maxiriiuni Likelihood Est,iiiiatioii (MLE) procedures I.ypically usrd for 
training HMMs. Since speech recognition entails dzscrzmznnfzng among speech units. learning procedures wliicli 
are defined explicitly i l l  t,criiis of perforining a tliscriniiiiation task iiiay br brtt.rr sttit.rtl to tlw task t,haii  MLE. 

Another focus of recent. work wit.11 HMM-l)a.srtl speerh recogiiizers 1ia.s beril on Iilodrling ape141 paraiiicters 
directly, rather than using the tlrastically reduced representations of t,lie sperrli signal produced by vert,or 
quantization (VQ). Systeiiis wliich vector quantize have a cIist,iiict. tlisatlvaut.age, Ibriiig tlrprivetl of iirlorillatioii 
which may be of use in t,he recognition process. One approach t,o this prohlriii has bren  1.0 use coiitiiiuous 
density HMMs. However. these systems incorporat,e assuniptions al)out. the dist.ril)utioiis of speerli 11araiiirt.ers 
whirh may be inaccurate. (See [ I ] . )  

Connectionist, learning procedures are tlesigried to perforin accurate dzsrrz~urnuhm,  antl t,lwy operat,c tlirert.ly 
on real-valuetl parameters, without inaking any strong assumptions about, the tlistribut.ions of these parauiet,ers 
Since the energy fiiiict,ioiis t,ypically used in connectionist learning ruaxiuiiw (.lie systeiir’s ahility t.u discriiiiinat,r 
aniong classes of input patterns, these procedures are well suited to speech rerogiiit.ioii ;tpplirat,ioils, 111 wliicli 
the usual goal is t,o tlisrriiiiiirat,e aillong words or phones. Most connectionist iiiotlels inclutle inl1ut.s deiiiietl over 
a continuoils range of r m l  niiiii1)ers antl exhibit, no atlvant.age wit,li discrete inputs. 1nt.egrat.ing 1.11rsr 111ot1~ls illto 
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HMMs can relieve the need for VQ, while adding discriminat,ion-brr.;etl learning. Hence, sur11 hybrid niethotls 
have been the subject of a great deal of recent investigation (e.g., [2,  3 1 ) .  

In building hybrid ronnertionist/HMM systems, speech recognition is viewed as a Rlnlzr pn t l rnc  c[nsszficnlzo?i 
problein combined with a t i m e  alzgamenl  problem. These systems take atlvandage of t.he abilit,y 01 roiine 'ctioiiisl ,' 

networks to discriminate accurately among classes in static pattern classification problems. They use H M  M 
technology to find the optimal time alignnient based upon the output of the conriect,ionist component. of t,he 
system. 

In this paper, we describe the Connectionist Viterbi Training (CVT) procedure, which is one such hybrid 
system. We present a general overview of the system, describe its components, a~itl rel)ort a series of recent 
experiments in which we improved t.he performance of the system by more than 50% on the TI Digits task. 

2. System Overview 

The CXT system consists of a neural network ( N N )  and a hidden Markov rnotlel ( H M M ) .  These t.wo corr~pone~lts 
are not independent; t,he training of each depends on the other. 

A fundamental idea cind~rlying the architectlire of the CXT system is that, thr  connert,ionist sect,ioli of t lw 
system performs a speech classzficnlzo?i task antl the HMM part of the system perforins a lzme a l z y ? ~ ? ~ c r ? t l  task. 

In  the earliest version of t.his systeiii, the N N  looked at a wide window of speech aut1 produced as it.s outpul, 
a hypothesis about the identity of the word in its input window. Thrse hypotheses were generat.etl for input 
windows in every posit,ioii on the input tlat,a. Then,  a viterbi search was used to find the optiiiial pat,l~ tlirougli 
these hypotheses. In t.his version of t,lie systeiii, the N N  and H M M  coiiiponent,s were entirely iiidependent~; tlle 
outputs of the N N  were siinply ~~assecl for processing to the H M M .  

I n  the most recent versioii of the CYT system, the two coiriponents of training are integrat,ecl. The outputs 
of the neural network no longer correspond to Izngutstzc entities (as they did i n  a previous version of the systrlli, 
which hat1 out.put units corresponding to words and phories); they now i lrr  tlelinetl i n  t.rrriis of 1 . 1 1 ~  I-JMM 
architecture. Each N N  output unit, maps t,o one transit,ion i n  the H M M .  
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Figure lb: HMM alignment of speech 

Figures la antl l h  illustrate t.he the priinary coinponents of the systeni .  I n  t,he first pliasr of processiiig, tlir 
syst.eiii parses one fraine of speecli (along with several frarnes of contkxt,) 1.0 t.he N N ,  wliich oubpiits a vect.or 
of floating point niiiiil)ers; this vector wil l  serve as the output probabilities for t.lic. H M M .  111 t.hr 
of processing, onre oiic vert.or of output. probaliilities has been genrratrtl for every frainr of input. sp i~ech ,  a 
Vit,erlii aligniiient. is prrforirird 1.0 detrriiiine the most likely pat,h t,hrougli the H M M .  During traiiiing, t,liis is a 
"forced aligniiiriit." ( i .e  lorcrd t o  pass t hroiigli t,lir correct word sequence), and t,he rrsii1t.s of t.lir aligiiiiirnt air 
used for re-training tlir N N .  1)iiriiig rrcogiiit.ion, tlir Viterbi alignriieiit. is frrr to pass t,lirough all words, and 
the sentence recognized is tleteriiiinetl Iiy olxerviiig the w o r k  ent,eretl 

3. The TI Digits Task 

Tlie Texas: 1nstrument.s (;oniiect,etl Digits Recognit,ion Task (corrirrionly knowii  as "TI Digits") has Iwcoiiie one 
of the standard t,asks on which recognition perforiiiancr of systems is asscssed. 'rhr tlatal,ase eoiisist,s of sl.utlio- 
qualit,y tlialrct~ically-l,alaiire(l rrcortlings of almut 10,000 ut,t.erances of tligil. striiigs ranging i n  1ciigt.h froiii oiic 



to  seven. The  vocabulary includes the words “one” through “nine,” “oh” antl “zero.” 
The  data,  as provided by the NBS, was sampled at 20 KHZ. Before use for t,raining or test.ing our system, 

the speech was downsampled to  16 KHz and preemphasized with a filter of 1 - 0 . 9 7 r - ’ .  Then, a Hamming 
window with a width of 20 ms was applied every 10 ms. Autocorrelation analysis with order 14 wa5 followed by 
LPC analysis with order 14. Finally, 12 LPC-derived cepstral coefficients antl one power value were computed 
for each frame. 

4. Coiiiiectioiiist Architecture 

4.1. Current CVT NN Architecture 

The current version of the CWT system iises a four-layer’ network whicli accepts as input 91 sl)eecli coefficients 
and produces as output 120 floating point numbers between zero antl one. Thr input ronsist,s of one 20 111s. 
frame of speech with three frames of context on each side (10 ms overlap bet,ween adjacent. frames), and the 
output includes one value for every transition in the HMM. The two hitltlen layers each contain 34 units. Hence, 
the total number of connect,ions in the network is 8,330. The  network is illust,ratrtl in Figure 2. 

I 
Feure 2 Figure 3: 

The Network Used in the Current Version of the System The Recurrent Network Used in a Previous Version ofthe System 

Tlre considerations that. were iiiatle in designing t,lie network inclutlrtl: 

1. Choosing lire o p t i m d  nuviber of layers - We found that there was a significant, perforiiianrtb 1)iwefit for 
using four layers inst.eatl of three. The  classification error rat,e was reduced by nearly an order of magnitude 
when the number of layers i n  the network was increased from rhree to  T l i e  adtlit,ioii of a fourth 
layer resulted in a signifiraiitly longer training period, clue to  the slower convergence wliicli is t,ypically 
observed is deeper ~ ie t ,works .~  Adding a fifth layer did not, produce any prrforiiiaiicr lieliefit. aut1 illcreased 
the training tinie by an order of magnitude over that  of the four-layer iiet,work. 

2 .  Ciioo.sing t l ic  optimal number of units pcr hidden layer .~ We found t,liat the recognition perforiirance of 
the network (lid not ilepentl on t.he niiiiil)er of units i n  earli hidden layer. However, when therr were very 
few units in each Iiitlden layer (fewer than t,en), the convergence of the network was so slow tliat. we were 
unable to  complete training. 

3. Choosing bet w cc n rcccurrcnrc and  non- rrrurren re (and lh c sl ru r 1 nrc of 111. c rer urrc n1 iii cc11 antmi  iuhr ti 
present )  - We have performed extensive investigabions of t.lie 1)enefit.s of various types of rrcurrriit, net.works, 

‘The convention used here is that the term *layer” refers to  a layer of I r r i r t s  i i i  the a r twork :  Iirncc. a J ~ ~ r r ~ - l a y ~ ~ i ~ i i r t w o r k  
has three layers of wpights .  

*This experiment was performed wi th  a network trained to classify 5O(l 111s blocks arcordiiig to the digit to whicli 
they belonged. This network will not be dehcribecl here. 

3This is an empirical observation iiiade by the authors and applies to networks trained for speech recognition. Tlir 
same observation has been rnade by others not working on speech recognitioii - e . g . ,  Hiiitoii (personal ~oiiiiiiuiiicalioii). 

‘A pwt experiment [5]  sliowed t.liat N N  performance on a speech classification t w k  clegracled slightly wheii tlie i i i i inber  

of hidden units was reduced tlrastically (to about 2 or 3) and reached a plateau quickly (wheii tlie iiiiniber of hiddeii 
units reached about 8 ) .  



which we will mention only briefly here. We found that the best. configuration for a recurrent nrtwork 
w a s  that. sliowli i n  Figure 3 .  This archit.ert,ure is similar 1.0 that. t1escril)etl by E1111aii [4]; however, il l  0111’ 

network, there are t,en groups of “history” or “rel)resent,atioll” unit,s. whrrr Elriiaii has only one. In our 
experiments, the network was unable 1.0 retain i n f o r n 4 o n  iirross iiiorc t . l i a i i  t WO t,iliie steps whr l l  or~ly o w  
set of history units was used. The system performed 6% better with t.he recurrent version of the uetwork 
than with the non-recurrent version, but,  as discussed below, we felt that. the computational cost, was too 
high to justify this benefit. 

4. Deteriiiinrng the topology of connections between layers  ~ Although we have not examined tlitferent patterns 
of connection in the context of the complete CVT system, we did investigate the impart  of using sl)arse 
connections between layers on training data  classification performance. We found that arrlrrary wa.3 
degraded by 10 - SO%, as the density of connections between layers varied bet,ween the inaxiiiiiilii (“fully 
connected”) ancl a pattern of local connections in which each unit had a fan-in of ten.5 

5. HMM Architecture 

5.1. Current CVT HMM Architecture 

In the current version of the system, the H M M  architecture is similar to that clescribetl by Bakis [5 ] .  The system 
uses word models in  which each transition corresponds on average to two fraines of speerli in a word. This is 
close to the optinial H M M  topology reported by Pirone [6] for this task; he found that the best configuration 
uses word models with one transition for every frame of speech in a prot,otypiral uttmanre of the word iuotleletl. 
We used half this nunil)er of transitions i n  order to reduce the computational cost. of training and recognition. 

I 
Figure 4n: Our Word Model 

Figure 4b: 
The Bakisstyle Word Model upon which our Model is Based 

I I 

Figure 5: 
The Phone Model Used In a Previous Version ofthe System 

Figure 4% illustrat,rs tlir word i i iot le ls iisetl i n  t.tie current. version of t,he ( : V T  systeui, and Figure 41) shows 
the siiripler Bakis-style iiiotlels upon which our ~notlels are based. I n  our vrrsiori of t,hr word 111otlc4a, the 
duration controls are significantly t,ightrr, since self-loops are uot periiiittrtl 

4a, every acljacriit, pair of stat.cs (e.g., t,hosr labeled n antl /I  i n  t,he figure) actually 
corresponds t.0 a series of st.ates (illust,ratetl iii t.lie lower portion of Fig. 4a).  This series of st.at,es serves i ~ s  
a replacenrent for the self-loop khat, woultl have appeared on stare cc i n  t,he iirchitrrt~ure shown i n  Fig. 41). 
All of the transitions i n  t,he series are t,ietl; i.e., they all share the salire output, prol)abilit,y (antl therefore all 
correspond to t,lir saiiw out I )u t ,  uni t ,  i n  t.lrr net,work). Furthermore, each of t,lrr t,ransit.ioris t,o st,at.r b ha5 a 
prolml>ilit,y a.ssoriat.ed wit.11 i t .  which allows tlurat,ion iriodeling at. t,hr stat,e level. (He i rc r .  t,lli> original Bakis 
archit.rrt.urr showii i l l  Fig 41) woiild h e  rqiiivalrnt. 1.0 tlrr design i l l  Fig. .la if ( i )  a criliiig wwr pliicrd ou t.lir 
nuiiilwr of tiiues ii sclf loop could Or t.akeii, and ( i i )  a probability p ( a ,  t i )  of t,akilig a self loop n 71 tiiiirs were 
calculatetl.) 

As shown i n  Fig. 

’The teriii ~ * f a i i - i i ~ ’ ’  refers LO tiit. niiiiibrr of iiiroiiiing roniiectioiis LO a u i i i t .  



6.2. 

I n  a previous version of the systein. we used phone-based H M M s  with e x a d y  tlie saiiir t.opology i ~ s  tliosr used 
in the S P H ~ N X  syst,ern [7]. (See Figure 5.) When we switched from these t,o the wortl-based H M M s  described 
above, the system perfornrance improved by 40%. 

The disadvantage of the phone models is that  each transition in the H M M  has to rnotlel a varieby of speech 
frames, which are not highly localized within words. Specifically, we believe that the tlisatlvaritages of tlir phoue 
models are owed to (1 )  parallel transitions, (2) self-loops, and (3)  too few transitions per word; the best H M M  
architecture is that  whirh models a t  the lowest level, with the most, rigid correspondence between transitions 
and speech. 

Plione Models vs Word Models 

6. 

6.1. Corrective Training 

Recent Iiiiproveiiieiits to the CVT Procedure 

Using a form of correct.ive t,rainiiig, we have further reduced t.lie error rate i n  t.lie iiew noii-recurrent, wortl-lm.setl 
CWT system by about 6(%. The general idea of the corrective training procedure is that  euiphasis iii t.rainiirg 
shoultl be placed on sent.ences in which t,lie system is likely to corniiiit. recogiiit.ioii rrrors. 'I'tiis eiiipliasis is 
achieved sinrply by perforiiiing extra t,rainiiig on iiiisrecogiiized sentenres. However. giveii t . 1 ~  rat,e of rt>rugiiit,ioii 
errors, there is not a large corpus of niisrerognized sentenres to iise in this i i ianwr. 

In order 1.0 generat,e more inisrecognit,ions for the corrective training procedure, we suppress correct, recogn- 
t,ion of a random subset of training sentences; we prevent, the Vit,erbi forred aligniiient, from ent.rriiig t,he correct. 
word a t  certain randomly selertetl times. Not only does this augment the size of the corrertive-t,raiiiiiig corpus, 
it also produres sentences wliicli are likely to include realistic recognition errors ~ sincp the syst,eiri is in  effect 
making a "second choice" rerognit,ion, wliirli we assume oft,en corresponds t,o t h e  sorts of error's iiiade i n  actual 
recognit,ion. 

6.2. Miiltiplu Motlels 

A srrond training strategy which has  provcd Imieficial uses iiliiltiplr 
niodels for eacli word. Once, t,lie s i i i g l r - i i i o t l e l -~~~r -wor~ l  syst.eiri was fiilly t , r a i i i d ,  aii ext ra out.piit i i i i i l  lor every 
transition i n  every word was added t,o t,lie neural iret,work. Tliese weights were set. eqiial t,o tlir correspoiitliiig 
previoilsly trained weight.s, with t.he atltlit.ion of a siiiall (5%) rantlorii pert~iirlmt,ioii. Tliei i ,  an atltlit.ioii;il H M M  
w a s  creat,etl for every word, and I ~ I W  new iiiodels were associated wit.11 t .111,  iww iietwork out,piit iiiiik 

CVT training proreeded as Oefororp: however, during tlie forred alignment, phasr, t,Iw syst,eiri was ptmriit,lcd 
to enter r t l l r w  of the motlcls for a word, I~ased on t.lie network scorrs. Hrncr, the syst.eiii wics ahlr t.u tlevrlop 
i i iotlels specialized for t.wo priiiiary proiiiiiiciat.ioiis of eacli word. For i.xainlilr, w~ oI)served t , l i i t .  (.lie word 
'eight.' (phonet,ically rrpresriited as /ay/ / I / )  h a s  I.WO priiiiary i)~oiiiiiiciat,ioiis: oi ie i n  wliicli t,Iw final stop is 
strongly pronounced and ;iirotliiAr i i i  wliicli i t  is hardly tletactal)lc. llsiirg t.lie iiew systriii coiifigiiratioii, t.lir two 
pronunriat,ioiis could he iiiodeled separat.ely. 

yielding i i  :13'%. iiicrmw i l l  p 4 o r i i i a t w  

1859 



Word String 
Accuracy Accuracy 

Baseline 98.5 95.0 

Increriirnbal 
Improvement. 

C V T  System 1990 
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+ word models 
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