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Abstract

In this paper, we present an approach to model fo-
cus of attention of participants in a meeting via hid-
den Markov models (HMM). We employ HMM to en-
code and track focus of attention, based on the partic-
ipants' gaze information and knowledge of their posi-
tions. The positions of the participants are detected
by face tracking in the view of a panoramic camera
mounted on the meeting table. We use neural net-
works to estimate the participants' gaze from camera
images. We discuss the implementation of the ap-
proach in detail, including system architecture, data
collection, and evaluation. The system has achieved
an accuracy rate of up to 93 % in detecting focus of
attention on test sequences taken from meetings. We
have used focus of attention as an index in a multime-
dia meeting browser.

1 Introduction

It is well known that non-verbal communication
cues play an important role during social interaction
[14, 1]. Such non-verbal cues include body posture, fa-
cial expressions, gestures and gaze. In this research we
are interested in tracking at whom or what a person
is looking during a meeting. This information can be
used to determine message target(s) during the meet-
ing and index recorded meetings.

We propose to employ Hidden Markov Models
(HMM) to characterize the participants' focus of at-
tention based on their gaze information and the knowl-
edge of their positions in the meeting room. The po-
sitions of participants are detected by tracking their
faces from a panoramic camera mounted on the meet-
ing table. The faces that appear in the view of the
camera are located and transformed into perspective
view images. We use neural networks to estimate the
participants' gaze. The HMMs determine focus of at-
tention and �lter out random noise. We discuss the
implementation of the approach in detail including
system architecture, data collection, and evaluation.

Tracking a person's focus of attention is useful

in several application areas: Intelligent supportive
computer applications could use information about a
user's focus of attention to get an understanding of the
user's internal state, his goals and cognitive load and
adjust their own responses to the user accordingly. For
multimodal human computer interaction, the user's
focus of attention can be used to determine his/her
message target. For example in interactive intelligent
rooms or houses [6, 2], focus of attention could be used
to determine whether the user is speaking a command
to the refrigerator, his TV set, or whether he is talk-
ing to another person in the room. In computer me-
diated communication systems, such as virtual collab-
orative workspaces, detecting and conveying partici-
pants' gazes have several advantages: it can help the
participants to determine who is talking or listening
to whom, it can serve to establish joint attention dur-
ing cooperative work and it can facilitate turn taking
among participants [12, 4].

The remainder of the paper is organized as follows:
In section 2 we introduce our approach to model a per-
son's focus of attention in a meeting. In section 3 we
discuss how we use neural networks to estimate peo-
ple's gaze. Section 4 describes the use of a panoramic
camera to locate and track the participants around a
meeting table. In section 5 we evaluate the proposed
focus of attention model on test sequences and discuss
details of the model. In section 6 we present an appli-
cation of the proposed model to a multimedia meeting
browser. We summarize the paper in section 7.

2 Modeling Focus of Attention

The objective of this research is to track the fo-
cus of attention of participants in a meeting. Since
a person's gaze direction is closely related to the per-
son's attention, a �rst step is to track the person's
gaze. However, attention does not necessarily coin-
cide with gaze, since it is a perceptual variable, as
opposed to a physical one (head or eye positioning).
Our approach to modeling focus of attention attempts
to model both, a person's head movements as well as



the relative positions of probable targets of interest in
a room. In a meeting, as depicted in Figure 1, clearly
the participants around the table are such likely tar-
gets. Other likely targets can be: documents on the
table, a whiteboard or slide projections on a wall, or
people entering the room. Therefore, our approach

Figure 1: An example of interaction between people
in a meeting

to determine all participants' focus of attention is the
following:

1. Detect and track all participants around the table

2. Estimate each participants' gaze direction

3. Map the participants' observed gaze to the likely
target (the other participants) using a probablis-
tic framework

HMMs can provide such an integrated framework
for probabilistically interpreting observed signals over
time. In our model, looking at a certain target is mod-
eled as being in a certain state of the HMM and the
observed gaze estimates are considered as being prob-
abilistic functions of the di�erent states. Given this
model and an observation sequence of gaze directions,
it is then possible to �nd the most likely sequence of
HMM states that produced the observations. By inter-
preting being in a certain state as looking at a certain
target, it is now possible to estimate a person's focus
of attention in each frame.

While a person's gaze is determined by the person's
head orientation as well as his/her eye-gaze, we only
consider head gaze as the main indicator of a person's
gaze. The reason for doing this, is that we want to
build a system with minimum intrusion. Without the

use of head mounted cameras, infrared eye-trackers or
other expensive equipment for each participant and
with users that are allowed to move freely, it would be
very di�cult to track eye-gaze of all users. To obtain
the gaze observations needed for our model, we have
trained neural networks to estimate a person's head
pose from facial images, which are automatically ex-
tracted from camera images using a color- and motion-
based face tracker.

To determine the number of HMM states necessary
for each person's attention model, i.e. the number of
other participants at the table, we use a face tracker
to locate all faces in the view of a panoramic camera
that is put on top of the conference table. The rela-
tive position of the found faces is later used to map
each of the HMM states to a speci�c participant of the
meeting.

3 Estimating Head Pose Using Neural

Nets
In this section we describe our procedures of using

neural networks to estimate a person's gaze from facial
images.

A major advantage of using neural networks to es-
timate head pose as compared to using a model based
approach is its robustness: With model based ap-
proaches to head pose estimation [3, 11, 5], head pose
is computed by �nding correspondences between facial
landmarks points (such as eyes, nostrils, lip corners)
in the image and their respective locations in a head
model. Therefore these approaches rely on tracking
a minimum number of facial landmark points in the
image correctly, which is a di�cult task and likely to
fail. On the other hand, the neural network-based ap-
proach doesn't require tracking detailed facial features
because the whole facial region is used for estimating
the user's head pose.

In our approach we are using neural networks to
estimate pan and tilt of a person's head, given auto-
matically extracted and preprocessed facial images as
input to the neural net. Our approach is similar to
the approach as described by Schiele and Waibel [9].
However, the system described in [9] estimated only
head rotation in pan direction. In this research we use
neural network to estimate head rotation in both pan
and tilt directions. In addition, we have studied two
di�erent image preprocessing approaches. Rae and
Ritter [8] describe a user dependent neural network
based system to estimate pan and tilt of a person.
In their approach, color segmentation, ellipse �tting
and Gabor-�ltering on a segmented face are used for
preprocessing. They report an average accuracy of 9
degrees for pan and 7 degrees for tilt for one user with



a user dependent system.
The work presented in this section extends our pre-

viously published work on neural net based head pose
estimation [10] in the following ways: whereas we have
only used training data that was collected in one room
for our previous system, we have used data that was
collected in two rooms and under signi�cantly di�er-
ent lighting conditions here. Also we have changed
the network architecture here. Whereas we have used
separate nets with gaussian output representation to
estimate pan and tilt previously, we have now used one
net to estimate both, pan and tilt. Only two output
units, for pan and tilt respectively are used.

3.1 Data Collection

We collected training data from nineteen persons in
two di�erent rooms with di�erent lighting conditions.
During data collection, users had to wear a head band
with a sensor of a Polhemus pose tracker attached to
it. Using the pose tracker, the head pose with re-
spect to a magnetic transmitter could be collected in
real-time. A camera was positioned approximately 1.5
meters in front of the users head. The user was asked
to randomly look around in the room and the images
together with the pose sensor readings were recorded.
Figure 2 shows two sample images of the same user
taken under di�erent lighting conditions during data
collection.

Figure 2: Two images of the same person taken in two
rooms during data collection

3.2 Preprocessing of Images

To locate and extract the faces from the collected
images, we use a statistical skin color model [15]. The
largest skin colored region in the input image is se-
lected as the face.

We have investigated two di�erent image prepro-
cessing methods as input to the neural nets for pose
estimation [10]: 1) Using normalized grayscale images
of the user's face as input and 2) applying edge detec-
tion to the images before feeding them into the nets.

In the �rst preprocessing approach, histogram nor-
malization is applied to the grayscale face images as a

means towards normalizing against di�erent lighting
conditions. No additional feature extraction is per-
formed. The normalized grayscale images are down-
sampled to a �xed size of 20x30 pixels and then are
used as input to the nets.

In the second approach, a horizontal and a vertical
edge operator plus thresholding is applied to the fa-
cial grayscale images. The resulting edge images are
downsampled to 20x30 pixels and are both used as
input to the neural nets.

Since we obtained the best results when combin-
ing the histogram normalized and the edge images as
input to the neural nets [10], we are only presenting
results using this combination of di�erently prepro-
cessed images as input to the neural net here.

Figure 3 shows the corresponding preprocessed fa-
cial images of a user. From left to right, the normal-
ized grayscale image, the horizontal and vertical edge
images of a user's face are depicted.

Figure 3: Preprocessed images: normalized grayscale,
horizontal edge and vertical edge image (from left to
right)

3.3 Neural Net Architecture, Training
and Results

We have trained one net to estimate both, pan and
tilt of the head. We have used a multilayer perceptron
architecture with two output units (for pan and tilt),
one hidden layer with thirty units and an input retina
of 20x90 units for the three input images of size 20x30
pixels. Output activations for pan and tilt were nor-
malized to vary between zero and one. Training of the
neural net was done using standard backpropagation.

3.3.1 Results with Multi-User System

To train a multi-user neural network, we divided the
data set of the nineteen users into a training set con-
sisting of 11.500 images, a cross-evaluation set of size
1.500 images and a test set with a size of 1.500 images.
After training, we achieved a mean error of 8.8 degrees
for pan and 5.7 degrees for tilt on the test set.



3.3.2 User Independent Results

To determine how well the neural net based system can
generalize to new users, we have also trained one net
on seventeen users and evaluated it on the remaining
two users, that have not been in the training set. Table
1 shows the results that we obtained for the two new
users. On average we received an error of 11 degrees
for pan and 10 degrees for tilt on the new users.

Epan Etilt

subject A 11.5 11.3
subject B 9.6 8.5

Average 10.6 9.9

Table 1: Person independent results (mean error in
degrees) for two new users

3.3.3 Evaluating the E�ect of Di�erent Light-

ing Conditions

To evaluate the e�ect of images taken under di�er-
ent lighting conditions, we also trained and evaluated
neural nets that were only trained with images from
one room. Table 2 shows the results that we obtained
using these \room-dependent" nets when testing on
images from the same room versus testing with im-
ages from the other room.

Training Data Test Data Epan Etilt

Room 1 Room 1 8.0 5.1
Room 2 Room 2 9.2 5.3

Room 1 Room 2 21.4 18.2
Room 2 Room 1 20.1 18.7

Room 1,2 Room 1,2 8.8 5.7

Table 2: Results obtained when training and testing
on images taken under di�erent lighting conditions

It can be seen, that the accuracy of the pose estima-
tion dramatically decreases when testing the nets on
images that were taken under di�erent lighting con-
ditions than during training. However, when using
images from both rooms during training, the pose es-
timation results remain stable.

4 Detecting and Tracking All Partici-

pants Using a Panoramic Camera
In order to assign one HMM state to each of the

other participant at the table in our focus of atten-
tion model as described in section 2, it is necessary to
determine the number and relative locations of partic-
ipants that are apparent around the conference table.

Figure 5: The panoramic camera used to capture the
scene1

We are using a panoramic camera with a 360 degree
�eld of view that we put on top of the conference table
to capture the whole scene around the table. Figure
5 shows a picture of the panoramic camera system
that we are using. The camera is located in the top
cylinder and is focusing on a parabolic mirror on the
bottom plate. Through this mirror almost a whole
hemisphere of the surrounding scene is visible. Figure
6 shows the view of a meeting scene as it is seen in
the parabolic mirror and as it is captured with this
camera. As the topology of the mirror and the optical
system are known, it is possible to compute recti�ed
panoramic views of the scene as well as perspective
views in di�erent viewing directions. This can easily
be done in real time. Figure 4 shows the recti�ed
panoramic image (with faces marked) of the camera
view depicted in Figure 6.

4.1 Using Color and Motion for Face De-
tection

To detect and track faces in the panoramic camera
view, a statistical skin color model consisting of a two-
dimensional Gaussian distribution of normalized skin
colors is used. The color distribution is initialized so as
to �nd a variety of face colors and is gradually adapted
to the faces actually found. The interested reader is
referred to [15]. To detect faces, the input image is
searched for pixels with skin colors. Connected re-
gions of skin-colored pixels in the camera image are
considered as possible faces.

Since humans rarely sit perfectly still for a long
time, motion detection is used to reject outliers that
might be caused due to noise in the image or skin-like

1Image courtesy of CycloVision Technologies, Inc.



Figure 4: Panoramic view of the scene around the conference table. Faces are automatically detected and tracked
(marked with boxes).

Figure 6: Meeting scene as captured with the
panoramic camera

objects in the background of the scene that are not
faces or hands. Only regions with a response from
the color-classi�er and some motion during a period
of time are considered as faces.

Using only this approach however, faces and hands
are not yet distinguished su�ciently. We are there-
fore considering skin-colored regions as belonging to
the same person if the projection of their centers onto
the x-axis are close enough together. Among the can-
didate regions belonging to one person, we consider
the uppermost skin-like region to be the face and con-
sider the lower skin-like region to be hands. Figure 4
shows a sample panoramic image with the four found
faces marked with white boxes. Note the hands appar-
ent in the panoramic view, which are not considered
to be faces (and therefore not marked here).

5 Experimental Evaluation of the

Model
To evaluate our focus of attention model, we have

recorded videos during several meetings. During these
meetings we have captured all participants with a
panoramic camera as described in section 4. In ad-
dition, two cameras were used to capture images from
two of the meeting participants. Since we have not
(yet) trained neural nets to estimate head pose from
perspective images that can be generated from the
panoramic view, the additional cameras are needed
to obtain the facial images as input to our neural net
based head pose estimation. Figure 7 shows some ex-
ample images taken with the additional cameras dur-
ing one of the meetings.

5.1 Initialization of the HMMs

To determine the number of states of each HMM,
the number of participants of the meeting is automat-
ically detected in the panoramic image as described in
section 4. Since for each person we are are considering
the other participants as likely focus of attention tar-
gets, we are assigning each of the other participants
to one state of the Hidden Markov Model.

We have parameterized the state dependent ob-
servation probabilities B = bi(!) for each state i,
where i 2 fPerson1; P erson2; : : : ; P ersonng, as two-
dimensional gaussian distributions with diagonal co-
variance matrices:

bi(!) =
1

2 �
p
�pan �tilt

e
�

1
2

h
(!pan��pan)2

�2pan
+

(!tilt��tilt)
2

�2
tilt

i

The observable symbols ! are the pose estimation
results that we obtain using the neural net based head
pose estimation as described in section 3, that is the
angles for pan and tilt !pan and !tilt.

Using the relative locations of participants that we
have found in the panoramic view, we could initial-



Figure 7: Sample sequence taken during a meeting

ized the observation probability distributions of the
di�erent states with the means of the gaussians set
to the expected viewing angle, when looking at the
corresponding target.

However, gaze is not only determined by head pose
but also by the direction of eye gaze. People not al-
ways completely turn their head towards the person
that they are looking at, instead they are also using
their eye gaze direction. On our meeting recordings
we observed that some people are using their head
quiet strongly, others are stronger relying on eye gaze
and only are turning their heads slightly when look-
ing at others. We are therefore using an unsupervised
learning approach to �nd the head pan of a user when
he is looking at the other participants. Knowing that
the user is likely to look at his participants during the
meeting, we can �nd clusters in the gaze observations
of this user. These gaze observations can be clustered
to the number of classes corresponding to the known
number of other participants. The found means of
these classes can then be assigned to each participant
based on his relative location at the table. Table 3
shows the mean pan-observations for four participants
in a meeting, that we found using hierarchical cluster-
ing on the gaze observations of the participants and
that we used to initialize the HMM for the respec-
tive person. The transition matrix A = (aij) was

�1 �2 �3

Person A -35.1 -7.1 20.9
Person B -26.3 16.3 36.8
Person C -26.4 -5.6 13.2
Person D -19.9 -5.2 12.4

Table 3: Means of clusters found in head pan obser-
vations for four di�erent users (in degrees)

initialized to have higher transition probabilities for
remaining in the same state (aii = 0:5) and uniformly
distributed state transition probabilities for all other
transitions. The initial state distribution was chosen

to be uniform.

5.2 Finding the Best Sequence

Let O = !1!2 � � �!T be the sequence of gaze di-
rection observations !t = (!pan;t; !tilt;t) as predicted
by the neural nets. The probability of the observation
sequence given the HMM is given by the sum over all
possible state sequences q:

p(O) =
X
q

p(O; q)

=
X
q

p(Ojq) p(q)

�
X
q

Y
t

p(!tjqt) p(qtjqt�1)

=
X
q

Y
t

bqt(!) aqt;qt�1 :

To �nd the single best state sequence of foci of atten-
tion, q = q1 : : : qn for a given observation sequence, we
need to �nd

maxq(p(O; q)):

This can be e�ciently computed by the Viterbi algo-
rithm [7]. Thus, given the HMM and the observation
sequence of gaze directions, we can e�ciently �nd the
sequence of foci of attention using the Viterbi algo-
rithm.

To evaluate the performance of the proposed model,
we compared the state-sequence given by the Viterbi-
decoding to hand-made labels of where the person was
looking to. The evaluated sequences contained 240
frames and lasted for two minutes each. Table 4 shows
the results that we obtained on videos from six users.
As compared to the hand-labels we obtained an av-
erage error of 24 % frames on the six test sequences.

5.3 Unsupervised Adaptation of Model
Parameters

It is furthermore possible to adapt the model pa-
rameters � = (A;B) of the HMM so as to maximize
p(Oj�). This can be done in the EM (Expectation-
Maximization) framework by iteratively computing



Sequence Error

A 26 %
B 21 %
C 30 %
D 11 %
E 22 %
F 32 %

Average 24 %

Table 4: Results of focus of attention labeling after
Viterbi-decoding on six test sequences

the most likely state sequence and adapting the model
parameters as follows:

� means:

�̂pan(i) = Ei(!pan) =

P
�i;t !pan;tP

�i;t

�̂tilt(i) = Ei(!tilt) =

P
�i;t !tilt;tP

�i;t

, where �i;t =

�
1 : qt = i

0 : otherwise

� variances:

�2pan(i) = Ei(!
2
pan)� (Ei(!pan))

2

�2tilt(i) = Ei(!
2
tilt)� (Ei(!tilt))

2

� transition probabilities:

ai;j =
number of transition from state i to jP

t �i;t

Using these formulas, we have automatically
adapted the means and variances of the HMM states
to the six test sequences. Table 5 shows the results
that we obtained after adapting the parameters. The
results indicate that the average error obtained after
parameter adaptation is 20 % as compared to 24 % er-
ror without parameter adaptation. This corresponds
to an error reduction of 17 %.

6 Integrating Focus of Attention Mod-

eling into a Meeting Browser
We have integrated the focus of attention model

into the \Meeting Browser" - a system to track and
summarize meetings [13]. The Meeting Browser is a

Seq. � �xed � adapted error reduct.

A 26 % 16 % 31 %
B 21 % 15 % 29 %
C 30 % 30 % -
D 11 % 7 % 36 %
E 22 % 19 % 14 %
F 32 % 32 % -

Avg. 24 % 20 % 17 %

Table 5: Percentage of falsely labeled frames for six
users without and with reestimation of means and
variances

system designed to automatically review and search
recordings of meetings. The browser is implemented
in Java and includes video capture of the individuals
in the meeting, as pictured in Figure 8. It consists of
four major components: 1) a speech recognition com-
ponent, 2) the summarizer, 3) a discourse component
that attempts to identify the speech acts and 4) the
component to track the participants' focus of atten-
tion. The Meeting Browser is part of a multimodal
meeting room. The goal of this project is not only to
provide a tool to record and transcribe spoken content
of the meetings, but to also detect who participated in
the meeting and who was talking when and to whom.
The system can automatically produce transcriptions
and summaries from meetings.

With the components described in this paper, it is
possible to detect the number and positions of partic-
ipants in a meeting as well as to track which person
at the table each of the participants look at. These
visual cues can be used for searching in the transcrip-
tions and summaries of meetings and can be useful to
determine who a speaker was addressing or focusing
on.

7 Conclusion

In this paper we have addressed the problem of
tracking focus of attention of the participants in a
meeting. We have described how our system automat-
ically locates and tracks the participants in the �eld
of view of a panoramic camera. We have proposed the
use of a HMM framework to detect focus of attention
from a trajectory of gaze observations and have evalu-
ated the proposed approach on several video sequences
recorded during meetings.

For gaze tracking, we have employed neural net-
works to estimate head pose from facial images. We
have obtained mean error as small as 9 degrees for pan



Figure 8: Meeting Browser with video capture

and 6 degrees for tilt with a multi-user neural network
that was tested on nineteen users.

We have integrated a module to track focus of at-
tention into a meeting browser - a system which can
automatically produce transcriptions and summaries
of meetings. The visual cues given by the attention
model can be used for indexing the transcriptions and
summaries.

Other application areas of tracking focus of atten-
tion include: multimodal human computer interfaces,
computer supported collaborative work, and interac-
tive intelligent environments.
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