Technische Universitat Dresden
Institut fir Technische Akustik
Lehrstuhl fur Sprachkommunikation
Prof. Dr. habil. R. Hoffrmann

Diplomarbeit

A Learnable Signal Transformation as Nonlinear
Generalization of Linear Discriminant Analysis
and its Application in Speech Recognition

Eine Lernbare Signaltransformation als Nichtlineare Verallgemeinerung der Linearen Discriminanz
Analyse und ithre Anwendung in der Spracherkennung

Carnegie Mellon University
School of Computer Science
Center for Machine Translation
Pittsburgh, PA 15213, USA

under supervision of
Prof. Dr. Alexander Waibel

Auther: Thorsten Schiiler
Rudolf Leonhard Strasse 22, 01097 Dresden, Matrikelnummer 89090950
Supervisor: Prof. Dr. habil. Riidiger Hoffmann (TU Dresden)
Issue Date: 04/01/94
Deadline: 09/31/94






Abstract

An important aspect in speech recognition and other classification tasks 1s the fealure extraction.
In this paper it 15 shown how to derive a nonlinear generalization of the LDA concept. Therefore,
a seperation quality measure based on within-class scatter matriz and between-class scatter matriz
ts introduced. Looking for a linear operator wich minimizes this measure leads to the well known
Linear Discriminant Analysis (LDA). It 1s shown how to find a nonlinear operator which is able to
mintmaize this quality measure better than the LDA operator. In order to find this nonlinear operator,
connectionist methods are applied. The so found transformation ts tested with a continuous speech
recognizer and a large vocabulary database. In this tests monophone and triphone acoustical models
were applied as classes in the classification task. With this experiments it could be shown that the
new nonlinear transformation indeed increases class seperability. However, this improvement did not
result in an improvement in word recognition performance in every ezperiment. In the experiments
where the word recognition performance could be improved, the itmprovement was rather small. For
the best experiment with monophone acousiteal models the realtive improvement in error rate was
11% compared with LDA. In the case of triphone acoustical models the realtive improvement in error
rate was 4.45% for the best experiment.
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X random vector

* -th coefficient of a random vector, one dimensional random variable
X sample of a random vector
z; t-th coefficient of a sample of a random vector
E{X} expected vector of a random vector
p(X) density function of a randem vector
(X w;) conditional density function
M expected vector
Wi class ¢
L number of classes
7{X|w;} conditional expected vector for class i
F; a priori probability of class i
g a posteriori probability of class ¢
N totatl number of samples
N; number of samples assigned to class i
= covariance matrix
i covaraince matrix for class i
Cij i-th row and j-th column element of T
S within-class scatter matrix
Sy between-class scatter matrix
S mixture or total scatter matrix
|Ss] determinant of S; (or magnitude if argument is a vector)
(sij)s ij-th element of S,
b an estimate of &
m, n dimensionalities
K LDA kernel
A a matrix
AT the transposed of the matrix
A1 the inverse of the matrix
Ir backpropagation learning rate
™m backpropagation momentum
Qu seperation quality measure considering u classes

B, moving targel parameter

Fi =5
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Chapter 1

Introduction

Speech recognition becomes increasingly important in today’s technological society. With this, there
are higher demands on the quality of speech recognition systems. Nobody in the real world wants
to adapt his way of speaking in order to make a machine understand. (That kind of sacrifice is for
researchers only.) Therefore the domains of continuous speech and spontaneous speech recognition
become more and more important in the vast area of speech recognition. Furthermore, modern
speech recognition systems are required to understand large vocabularies.

With increasing the vocabulary and the use of continuous or even spontaneous speech, the
complexity of the speech recognition task increases drastically. This results not only in the demand
to have better classifiers but also demands new ways for feature extraction. On the one hand this
is because in those tasks the computational time becomes important. Due to large vocabulary and
unknown word boundaries, the set of possibilities to be searched through increases dramatically. In
order to save time at another stage, one looks for features with as small as possible dimensionality.
On the other hand the features used for the recognition can influence the performance of the whole
recognition system drastically.

Speech recognition can be seen as a multistage classification problem. Depending on the structure
of the recognizer, the classes may be more or less related to each other. As every classification
problem, speech recognition can be splitted in a feature extraction siep and a discrimination step.
This split is very coarse but may serve to guide an approach. Naturally, feature extraction and
discrimination are not orthogonal to each other but highly dependend upon each other. A feature
representation which performs well with one type of discriminator can give terrible results with a
different type of discriminator. Unfortunately only for simple discriminators (for instance linear
ones) is there a straight forward procedure to derive features. In speech recognition, due to the very
complex structure of the discriminators, one is usually forced to handle the feature extraction as
an independent step. However, one should at least keep in mind that these two processes are not
independent.

This thesis deals with the first step: the feature extraction. There are two major requests on the
features:

¢ The features should work well with the discriminator in order to achieve the best recognition
performance on the final stage, usually the word level. The performance measure is then the
word accuracy.

¢ The dimensionality of the feature vectors should be as small as possible in order to save
computational time.

One way to find signal transformation in order to achieve good features in terms of recognition
performance is to look at the way the human auditory systems does its feature extraction. That
leads to spectral representations of the speech signal as features. This spectral representation can be
achieved by applying a Fourier Transform on the speech signal. This kind of transformation should
be called a primary transformation.

oD



Unfortunately, this leads to rather high dimensional feature vectors. In order to reduce the
dimensionlity, usually a secondary transformation is applied. Thus, from this point of view, the
feature extraction itself can be seen as a two stage process. The focus of this thesis is on the second
stage of the feature extraction, the dimension reducing secondary transformation.

There are a number of ways known to reduce the dimensionality of the feature vectors. Some of
them are derived by heuristic approaches inspired by the analogy to the human auditory system such
as the projection onto melscale coefficients (chapter 5). Sometimes there is no strong borderline be-
tween primary and secondary transformation as in the case of filterbanks. There, the dimensionality
of the feature vectors can be chosen small by increasing the channel bandwidth with the frequency.
However, underlying there is still the theoretical split into primary and secondary transformation.

Another way to achive dimension reducing secondary transformations is the use of statistical
methods. This leads first to the well known Linear Discriminant Analysis (LDA) which gives a
linear projection from a high dimensional space onto a low dimensional space with minimized loss
of classification information. This projection is derived by linear optimization of a norm based on
measures for the within-class and between-class distances.

The question we ask here is whether it is possible to derive, by a nonlinear optimization of
this norm, a transformation which gives not only an optimized projection but alse improves class
seperability in the feature space.

Since class seperability does not necesarilly improve word recognition performance, it is then still
to be shown that this transformation, once found, improves also the word accuracy, the important
measure of the quality of a speech recognition system.

Chapter 2 gives a brief introduction in the view of a spectral speech representation as random
vectors. There, the terms covariance matrix and scatter matrix are briefly reviewed. It is shown,
how to derive estimates for the parameters of random vectors.

Chapter 3 gives a brief derivation of the concept of Linear Discriminant Analysis (LDA). There-
fore, a measure for class seperability is derived by using within-class and between-class scatter
matrices. Some properties of the measure are discussed. Based on this measure, LDA is derived by
searching for a linear operator which minimizes the measure.

In chapter 4, the aforementioned measure is minimized nonlinearly, thus leading to NonLinear
Discriminant Analysis (NLDA). The nonlinear operator which performs the minimization is found
by applying connectionist methods. Three different neural network architectures able to provide
the nonlinear operator are introduced and their properties are discussed. All three networks are
trained with an error backpropagation algorithm. A special method for calculating the targets for
the training (the concept of moving targets) is applied.

In order to see whether NLDA brings any advantages over LDA 1in terms of word recognition
performarnce, experiments with a hidden markov model based continuous speech recognizer have been
carried out. As database, the well known Resource Management Database was used. Due to the big
number of parameters, which had to be varied. experiments have been carried out on a restricted
cross validation set In the testing first. Chapter 5 describes the experiments with monophones
as acoustical modeling. in Chapter 6 the experiments with triphones as acoustical modeling are
evaluated.

Then, in Chapter 7, experiments on the official test set with the best parameter combinations.
investigated on the cross validation set, are described for both, monophones and triphones as acous-
tical modeling.

Chapter & gives a summary and a conclusive discussion. Some ideas for further work are given
there, too.

All experiments are evaluated in detail in the appendices D and E. In appendix E, the experiments
with monophone acoustical modeling are evaluated. In appendix D, the experiments with triphone
acoustical modeling are reviewed.
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Chapter 2

Spectral Representation of Speech
as Random Vectors

Since the vectors of a spectral representation of speech data are somehow clustered in the pattern
space, 1t seems useful to interpret them as conditional randowm vectors. This chapter gives an
explanation of the random vector concept and describes some of the random vector properties.

2.1 Random Vectors

Let the n-dimensional vector

X = [x1%2...%,)7 (2.1)
be a random vector with n variables %), ..., %x,. Then this random vector may be characterized by
a probability distribution function (pdf)

Pz s on) = prob{x; < z1,..., X % &) (2.2)
or in shorthand form.
PX)=pob{X <X}, (2:3)

where prob {€} stands for the probability that event € occurs. Another characteristic function of a
randormn vector 1s the density funciion defined by :

p(X) =d"P(X)/dey ... 8%y, (2.4)

It should be mentioned that the density function itsell is not a probability but would need to be
integrated over a certain region AX to obtain a probability.

In speech recognition, one distinguishes between different classes w; and tries to map an instan-
taneous event X to one of these classes. Therefore it 1s advantageous 1o introduce the concept of
a condilional random vector. A conditional randem vector is characterized not by only one density
function but by L conditional density functions (cdf)

p(Xlwi) or pi(X) (F=1,:...L), (2.5)

Each cdf describes the density function over one class, where L is the total number of classes. The
summn over these conditional density functions, weighted with the ¢ priori probabaility F; for each class,
leads then to the unconditional or mirture density function

L
p(X) =) Bipl(X). (2.6)

i=]



ln view of the recognition (or classification) task, it is useful o mention here the notion of the g
posterior: probability g; of a class w; for a given X, which 15 determined by the Bayes Theoren:

Py (X))

i = P{w‘,‘/\] = %)

(2.7)

A more detailed introduction to the concept of randon vectors can be found in [Fuk90], [Wil63).

2.2 Parameter of Random Vector Distributions

Although a random vector is fullv determined by 1ts distribution or its density function, one often
has problems to obtain these functions or may not be able to use them due to their mathematical
complexity. Therefore it is preferable to use a less complete but easier 1o obtain characterisation,
namely the expected vector and the covariance matrr.

2.2.1 Expected Vector of a Distribution
The erpected vector or mean of a random vector X is defined by
M=E{X)= / Xp(X)dX. (2.8)
JX

One can show that each component of M can be calculated independently from the other components
as the expected value of an individual variable with one-dimensional density

i = / zama Yy, (2.9)
where p(z;) 1s the marginal density of the i-th component of X given by
nla:) = / ca / plX)dz; - dey_ydeiyy - day,. (2.10)
eS| YTy
Given a conditional random vector X, one can define the conditional expected vector for class w; by
M; = E{Xiii} = / Xpi(X)dX (2.11)
2

The unconditional expected vector is then the weighted sum aver all conditional expected veclors
L
M=>"PM, (2.12)
=1
where the F;’s again are the ¢ prior probabilities of different classes.

2.2.2 Covariance Matrix of a Distribution

Another Inportant set of paramiters, the covariance matriz, measures the dispersion of the distribu-
tion and 1= defined by

T = E{X-M)(X-MT)

E{(xy —mu)(x =} oo E{(x; = my)(x, — my |
Eflxa =ma)(x; —my} - E{{x2—ma)(x, —my,}

L E{(xp = mu){x; =my} -+ E{(x, —my)(5x, — Ty |

L S R

L &n1 "'+ Can



The components ¢;; of the matrix T are
eij = E{(xi = mi)(x; —my)} (2.14)

and they obey the equation

G = G (2.15)
The diagonal elements of £ are the varainces of the individual random varaibles; the off diagonal
elements measure the covariance between two random variables x; and x;. There is a strong con-

nection between the covaraince of two random variables and the correlation coefficient pi; of these
variables

= 2 (210
a0

where o; 1s the standard derivafion of the varaible x; and a';-z = i

It is important to distinguish carefully between the notion of covariance and correlation: while
the covariances ¢;; depend on the scale of the coordinate system, the correlation coefficients p;; are
invariant under scaling. Subsequently, the correlation coefficients p;; retain the essential information
of the relation between random variables.

Again, for a conditional random vector X we can define conditional covariance matrices or class
covaraince matrices ; for class w; by

= E{(X = M;)(X = M;)Tjwi } . (2.17)

In view of the classification task, it is useful to measure somehow the dispersion between the classes
and and within the classes. Therefore we introduce the notion of scatter matrices here.

2.2.53 Scatter Matrices

A unthin-class scatter matriz S, shows the dispersion of samples around their respective class ex-
pected vector, given by (2.11):

E_ZPP{x M) (X = M;)T i} Z 5> (2.18)

i=]1 i=1

Therefore, the within-class scatter matrix is an integrated representation of the different class co-
variance matrices. This integration gives the advantage of dealing with one single matrix instead of
L covariance matrices.

By defining the between-class scatter matrir S

L
Se =D Pi(M; = Mo)(M; — Mo)”, (2.19)

i=1

we can measure the dispersion of the class expected vectors around the expected vector of the
mixture distribution My, given by (2.12).

The mizture scatter matriz Sy, which is identical with the covariance matrix of all samples
regardless of their class assignments, is the sum of the within-class and between-class scatter matrices

Sm=E{(X=M)X-M]}=25u+5. (2.20)

All scatter matrices are invariant with respect to coordinate shifts, but variant with respect to scaling
of the coordinate system.



2.3 Estimation of Parameters

The mean and the covariance matrix give a different characterization of a distribution, but both are
still unknown at this point and need to be obtained by some estimation technique. Fortunately, it is
usually easier to obtain an estimate of the mean and the covariance matrix rather than an estimate
of the density function.

A normaly used estimation technique is the sample estimation technigue described in [KNF75],
[TSM85]. This technique estimates the expected vector of a distribution as the average vector of all
N samples drawn from this distribution

; g A
=

In the same way, we can obtain an estimate for the covariance matrix by summing over the
vector product of the difference vector between the estimated mean M and the sample X; with its
transpose for all drawn samples

N
= Nl_ : ;(X,- - M)(X; - M)T. (2.22)

The use of N — 1 rather than N in the denominator of (2.22) is in order to obtain an unbiased
estimate for I rather than a biased one[Fuk90]; that means, the expected matrix of £ is &,

Note that both, M and £, are printed bold, since both are themselves random vectors and
therefore each have a distribution and a density function. The distributions of the estimates of the
mean and the covariance matrix and their properties are discussed in detail in [Fuk90]. There it is
also shown that the expected values of M and ¥ are indeed M and T.

Equation (2.22) may be rewritten as

1 & N
W, S T _ AV popaier
H= A,_IIE_ljx.x, MM (2.23)

The use of (2.21) and (2.23) gives a computational advantage over using (2.22), since the estimates
for M and T can be obtained in one pass over the data instead of two passes.

For a mixture distribution, we can obtain estimates for the scatter matrices by using (2.21) and
(2.23) with respect to the class assignments of the samples:

L N,
= \—\Nf ] S it i N sopiqarm
Sy = et -—E XX = ——M; M
i=1

‘s N |\ N; =1 N; =1
=1
L i Vi, . I
* 3% | XXT - NN ) (2.24)
1=] \_'n':] y,
) Lo ) ) )
& = ZF'(M;—-MD)(M,-—MU)T, (2.25)
i=1
i B N
. - i riT A naT a7
Sm = m;zlx;xj 7 MoM{. (2.26)
i=] 5=

In (2.24)-(2.26), the superseript 7 in X; determines the assignment of this sample to class w;, the

N; stands for the number of samples belonging to this class. .
Since most of the experiments in this work are carried out on a large amount of data, the identity
between estimate and true value is assumed. This means, there will no longer be a distinction made

between, e.g. = and . However, the approximative nature of the parameters should be always kept
in mind.



2.4 Multivariate Normal Distribution

An important distribution, although in practice rather too simple to be applied, is the mulirivarate
normal distribution with cdf

1

. 1
p(X) = N:(M,E) = '(WWP (—5

d“(X)) , (2.27)

where d* stands for the squared generalized distance or Mahalanobis distance
d*(X) = (X - M)TEZ"Y(X - M), (2.28)

with M beeing the expected vector of the distribution, I its covaraince matrix, =1 the inverse of
the covariance matrix and n the dimensionality of the vector space.

There are several reasons why the normal distribution is important [Fuk90], especially the in-
variance of its quadratic form and its positive definiteness under a nonsingular linear transformation
and the posibility to express every other function in terms of itself.

Unfortunately, the conditional distributions of the classes used in Speech Recognition (mostly
phonems) are usually not unimodal mulitvariate normal but rather multimodal (i.e., a mixture
distribution of unimodal multivariate normal distributions).

Nevertheless it is sometimes useful to assume they are unimodal normal distributed to simplify
the mathematical treatment of the problem. However, one should at least be conscious about the
error one makes.

Therefore, it is necessary to find a quality measure for the goodness of the unimodal normality
assumption. [Fuk90] proposes a guality measure by observing the variance of (2.28). It is shown
there, that for unimodal normal X, the varaible £ = d*/(N — 1) has a beta distribution and

- _2n 1-(n+1)/N
Verll} = T+ um

(2.29)

holds for its variance. Therefore the goodness of the unimodal normal assumption can be measured
for each class by calculating the variance of (2.28) for all samples of this class, dividing it by (N —1)
and comparing the result with the right hand side of (2.29).



Chapter 3

Linear Discriminant Analysis

(LDA)

As shown in [Fuk90], the lowest (from a statistical viewpoint) possible classification error for a L
class problem is the Bayes error ¢

E:E{l—m‘_axq.-(X)} foi=s o D) (3.1)

where the X are the observations of the random vector X and ¢; is the a posteriori probability of
class w;. Decision is then based on these probabilities where the decision rule is

gk = m‘_a.Xq,-(X) = X Ew. (3.2)
Therefore the set {g1(X),...,qz(X)} carries all necessary information for a classifier based on (3.2).
Since
L
doa(X) =1, (3.3)
i=1

only (L — 1) of the a posteriori probability functions are linear independent. Subsequently, any
(L — 1) functions of the set form a basis for a (L — 1)-dimensional space. The Bayes error in this
(L — 1)-dimensional space is identical to the Bayes error in the original n-dimensional X-Space. It
follows that the transformation

v=g(X) (i=1,...,L-1) (3.4)

from a n-dimensional space onto & (L —1)-dimensional space does not result in a loss of classification
information. One calls the set {g1(X),...,qz-1(X)} the ideal feature set for classification.

3.1 A Quality Measure for Class Separability

Although the @ posteriort probabilities are ideal features, it is hard to obtain them. Furthermore,
known estimation techniques [FukQ0] deliver estimates with severe biases and variances. This same
problem exists for the Bayes error, which is the best criterion to evaluate feature sets. Due to its
complex form, it is in most cases useless as analytic tool for feature extraction.

In order to derive analytic tools for feature extraction, one needs simpler criteria. One attempt
to achieve this is to find upper bounds for the Bayes error, such as the Bhattacharyya distance.

Another way to find a simple criterion for feature extraction is to measure the class separability,
i.e. to find a number which expresses the ability a feature set gives to discriminate between different

classes.
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Since the one measure the dispersion within and the other between the classes, 1t seems straight
forward to use the scatter matrices (2.24) and (2.25) to obtain such a number, since they measure
the dispersion within and between the classes respectivly. Futhermore, both are easy to calculate
and are not bothered by biases.

Of course, for good class separability one wants the distance (measured for instance by (2.28))
between the means of the classes to be as large as possible and the classes themselves rather con-
centrated around their mean vectors.

If one assumes, with probability 1, the nonsingularity of the inner-class scatter matrix !, one can
calculate its inverse and premultiply it with the between-class scatter matrix. If one further assumes
the nonsingularity of the between-class scatter matrix %, one can establish a separability criterion
by calculating

Q = —log S5 Ss| = log |Su| — log |Ss| . (3.5)

Sometimes one finds in the literature this criterion without the logarithm. This is in principle a
similar criterion. Yet, since for higher dimensionality the determinants of the scatter matrices are
small numbers, due to numerical reasons it is advantageous to apply the logarithm.

To show that (3.5) really measures the class seperability, we put forward the following theorem:

Theorem 3.1 Let X be a conditional random vector. Let Sy be the within-class scatter matriz of
X and S, the between-class scatter matriz, both nonsingular with probabilily 1.

I. Let T : R" = R" be a linear nonsingular operator. Then, the guadratic forms Sy = TTS,T
and S, = T7 8, T fulfill =
1S5 Ss] = |55 Ssl- (3.6)

Thus, the criterion (3.5) ts invariant against the transformation T'.
2. Let [ : R™ — R"™ be a mapping, with
Y = f(X) = [a21,..-,602n) & ER,¢ #0.

Then, for the within-class and the between-class scatter matrices S, and 5, in the Ye-space
(5.6) holds. Thus, (8.5) 1s also invariant against transformations of type f, i.e., invariant
against separate scaling of coordinate aris.

8. The eriterion (8.5) 15 invariant against coordinate shifts.
Proof: Appendir A

Suppose now, we have found a linear operator 7 : R™ — R"™ which transforms (S715;) into
a diagonal matrix. Such an operator will exist due to the nonsingularity of S,, and S; and is the
eigenvector matrix of (S71S5;). Moreover, since both matrices are symmetric, it follows that they
are positive definite. From the theory of such matrices [BM53] one knows, that the operater T not
only transforms (S7'S,) into a diagonal matrix but also diagonalizes the matrices S,, and S,. In
other words, (5;'5,), Sw and S share the same eigenvectors (but may have different eigenvalues).

Denote now the transformed scatter matrices 5, and 5;. The criterion (3.5) then simplifies to

Q= ZIDE(E-':')W - ZIDE(E.‘.‘)&-,
=1

=]

—
-
-]

T

where the (5;), are the diagonal elements of S, and the (54i )w the diagonal elements of B

! This is a small restriction of generality, but is usually not hard to guarantee

2This is & much larger restriction of generality, since from (2.12) and (2.19) it follows, that only (L — 1) columns
or rows of 5, are linear independent. This in turn restricts the applicability of the derived criterion to original spaces
with dimension n €< L — 1. Since the dimensions of the problems we treat here are always lower than the number of
classes decreased by one, this restriction is always fulfilled here. By taking the total scatter matrix Sy, instead of 5,
one can annul this restriction if desired.
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On the other hand, due to (2.19), for the (5ii)p it holds that

L
(8isde = D Py (M) = (ma)i)?. (3.8)

k=1

Thus, a large between-class distance means large diagonal elements of the between-class scatter
matrix S;.

An analog treatment of the within-class scatter matrix leads to the conclusion, that a small
within-class distance ! is equivalent to small diagonal elements of the within-class scatter matrix
s

Obviously, (3.7) decreases with increasing (;;), and decreasing (8ii)w. Thus, a smaller value of
(3.7) is equivalent with a larger distance between the classes and /or a smaller distance within the
classes. Consequently, (3.7) and therefore (3.5) are valid separability criteria, although to this point
only for diagonal scatter matrices.

However, if one remembers that the diagonal forms §,, and S, were results of a linear transfor-
mation T, carried out on a space with general scatter matrices S, and S, and if one further applies
part 1 of theorem 3.1, it follows immediatly, that (3.5) equivalently measures the separability in the
original space with the general scatter matrices S, and Sp. Therefore, (3.5) is a valid separability
criterion for problems with general scatter matrices S, and S

It should be mentioned here, that the above argument implies that the class distributions are
seperated by their means and, that for multimodal distribution, the expected vectors of the partial
distributions are somehow close to each other. For speech data, this two implications seem fairly
fulfilled.

3.2 Derivation of the LDA Kernel

The original idea of LDA was to find linear discriminate Junctions to discriminate between L classes
[Fis26]. It was assumed there, that all classes have a unimodal normal distribution with different
means but equivalent covariance matrix. The optimal Bayes classifier for this problem is a linear
classifier which measures the Mahalanobis distance between a sample and all class means. The
sample is then assigned to the class with the smallest Mahalanobis distance (under the assumption
that all a priori probabilities are equal). Since all class covariance matrices are equal, it is possible
to find a linear operator ' : R” — R" which turns the covaraince matrix into a unity matrix. Then
the Mahalanobis distance turns into the euclidean distance and the classifier becomes a distance
classifier. The operator K is called LDA kernel. The (L — 1) necessary linear discriminate functions
then have the directions of the systems basis vectors. They are easy to calculate by finding points
of equal distance from different means for each direction.

A reduced form of LDA adds a graphical component: One finds the subspace R™ m«< L-1,
m < n of R" in which the class means are most seperated and assignes a sample to the closest mean
in this subspace. This results in a dimension reduction of the data with a linear optimized loss of
information. The LDA kernel is in this case & : R" — R™

The derivation of the LDA in the original proposal was, naturally, based on an optimization
of the (L — 1) linear discriminant functions. We will go here a different way, which does not
preassume unimodal normal distributions with equal covariance matrices. Therefore, the optimal
Bayes classifier is probably no longer a linear classifier. Since the optimal Bayes classifier for this
general problem is unknown, we will apply the separability criterion (3.5) and optimize a linear
operator with respect to it.

Therefore, we have to obey the restrictions mentioned above, which again are:

1. Both the between-class scatter S, and the within-class scatter S,, are nonsingular with propa-
bility 1. (It follows from this, that the dimension of the problem is smaller than the number

!Since the within-class scatter matrix is in principle & superposition of the class covariance matrices, this distance
is an average value, i.¢. & small within-class distance does not necessary mean that the distance within every class is

small
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of classes; n < (L —1) 1)
2. The classes are seperated by their means.
3. If the class distributions are multimodal, the means of their partial distributions are close.

1t should be mentioned here, that this approach is not without dangers, since it does not pay any
regard to the classifier used on the feature set. Feature extraction and classification process are not
orthogonal to each other. Therefore, one later has to decide carefully, whether a certain classifier is
to be employed on top of a feature set obtained by this approach or not. However, this approach
leads to the same result as the original way, but seems in our case more straight forward, since one
certainly cannot assume equal class covariance matrices and unimodal distributions for the different
classes in a speech recognition system.

Consider now, that we want to find a nonsingular linear operator K : R" — R™ m < n, which
minimizes (3.5) with respect to the quadratic forms S, = KTS, K and S, = KT S;K. Then, the
criterion value becomes

Q = log |5y | — log |5s| = log |[KT S K| — log |KT S, K|. (3.9)

Taking the derivate of (3.9) with respect to K, one finds, using (8/8A4) In |AT BA| = 2BA(ATBA)~Y,

a?er = ﬁ (Swk (KTSuK)™ - SuK (KTS:K) ™) . (3.10)

For the operator K, which minimizes (3.9), it must hold that (8/6K)Q = 0 and therefore

S (KTSK) ™' = S, K (KTS,K) ™. (3.11)
Elementary matrix operations transforms this into
S; 8K = K (K7S,K)™ (KT 5,K) . (3.12)
With the abbreviation A = (}’i""‘.S"wfx')*1 (KT S,K) this becomes
S-1S,K = KA. (3.13)

If one assumes now A to be a diagonal matrix, then (3.13) would be an eigenvalue problem and
the columns of K would be the eigenvectors of 577 5,. A will surely be a diagonal matrix, if K75, K
and K7 S,K are diagonal matrices. As mentioned earlier in this chapter, due to the nonsingularity
and symmetry of Sy, and S;, the eigenvector matrix K of S71S, will not only turn K7 5715, K into
a diagonal matrix, but also K7 8, K and K7 5,K. This again verifies the diagonality assumption of
A

Suppose now, that 5515, has n (not necessarily different) eigenvalues A;. Since K is R" — R™
with m < =, one still has to decide which eigenvalues and corresponding eigenvectors to choose
for K. Since 5;'S, = A and the A;, i = 1,...,m are the diagonal elements of A, (3.5) is clearly
minimized by selecting the m largest eigenvalues of 5515, (since |[KT 57?5, K| is the product of the
eigenvalues). The columns of K are then the eigenvectors corresponding to these m eigenvalues.

If 5215 has less than n, say €, eigenvalues, then clearly the dimension m of the transformed
space has to be reduced to be equal or smaller than £.

Consider now, we have a problem, where the dimension of the original space n exceeds the number
of classes, more accurate n > (L —1). Then, by the reasons we gave above, the between-class scatter
matrix is singular and one can no longer use (3.5) for the derivation of the LDA kernel. But if we
assume the nonsingularity of the total scatter matrix S, = S, + S,,, which will be true in most

We will remove this restriction later



cases, we can use S;' S, instead of S;1S, in (3.5). By observing S7' Sy, = I+ 5515, and applying
the same strategie as above, it is not hard to show, that

% log |K7 S SmK | =0 (3.14)
results in (3.13). Thus, we can also apply (3.13) for problems with n > (L — 1). Clearly, since the
number of nonzero eigenvalues of S;'S,, and S;1S, are equal (they have the same eigenvectors!)
the dimension m of the transformed space has to be chosen m <(L-1).

However, the choice m = (L — 1), although optimal in the sense of dimension reduction with
preserving relevant information, is only subotpimal in the baysian sense. For m < (L —1) we again
have a transformation with linear optimized loss of information.

]

While the eigenvalues of a matrix are unique, the eigenvectors are not. Therefore we need a
boundary condition to obtain a unique solution of (3.13). According to the original approach (where
one chose the transformed class covaraince matrices to be unity matrices) one chooses for this purpose
the condition

ETSyK = I (3.15)

So, the LDA transforms the inner-class scatter matrix into a unity matrix. However, it should be
mentioned, that, since we dropped the request for equal class covariances matrices, the transformed
class covariance matrices will not have unity, they will not even be diagonal. Therefore, the on top
classifier cannot be a simple distance classifier like in the original approach, but rather a classifier,
which takes somehow care of the covariance information. Thus, the LDA on distributions with
unequal class covariance matrices looses the advantage of a trivial on top classifier. Still, it gives
us the opportunity of a dimension reducing transformation with optimized loss of classification
information.

Some further general discussion of LDA can be found in [HTB93]. [HL89] and [HRBAOQ1] discuss
the application of LDA in Speech Recognition and give some experimental results in comparison
to other feature extraction algorithms. An approach based on different separation criteria (but
still using scatter matrices) is given in [Fuk90]. There it is also given the derivation for the case
n > (L —1) in a more straight forward manner than it was done here. [Mai94] discusses the resulis
of dimension reduction for the case m < n < (L—1) on the recognition of speech. There it is shown.
that a reduction of dimensionality, up to a certain grade but far under (L — 1), does not have to
result in a loss of recognition perfornance.

Let us summarize the above in an algorithm for computing a LDA feature representation for a
L class problem with dimension reduction from n to m:

1. Find the within-class scatter matrix S,, and the between-class scatter matrix S, by applying
(2.24) and (2.25). Both matrices are n » n.

X

Calculate S7'S; and the eigenvalues of this matrix [TW69], [Piz62] and [Ste73].

3. Choose the m largest eigenvalues (m < n, m < (L — 1)) anc calculate the corresponding

eigenvectors under the boundry condition K7 S, K = J.
4. Form the LDA kernel K by taking the eigenvectors as columns of K. K is therefore m x n.
5. Transform an incomming sample X by applying Y = K7 X,

Y is then the transformed random vector with dimension m, unity within-class scatter K75, K and
diagonal between-class scatter K7 S, K (which is equal to the eigenvalue matrix A).

3.3 An Example

In this place, we want to introduce a small example, to which we will also refer to later when intro-
ducing the nonlinear generalization of LDA. The example is derived from the resource management
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Figure 3.1: Plot of the LDA transformed data.

database [PWFP88|, on which we will later carry out the ‘real’ experiments. The database is fourier
transformed; the FFT-vectors have each 16 melscale coefficients. The database is labeled, so the
assignment of each sample to one class is known. !

The example consists of four classes, each represented by 50 samples, drawn randomly from
all samples belonging to the actual class. In order to avoid triviality, the classes are selected to be
acousticly somehow similar; we choose four ‘a’-sounds, namely /AA/, /AH/, /AX/ and /AY/. Since
we are going to use this data futher through this work, it is printed in Appendix B together with
its within-class and between-class scatter matrices.

On this data, we carried out a LDA. As expected, the number of nonvanishing eigenvalues of
5715, is three (since L = 4), namely

A1 = 8701, A =6.002 and Az = 2.018.

The matrix 5715, and the eigenvectors belonging to the eigenvalues A; 3 can be found in Appendix
C.

This small dataset was derived to demonstrate how LDA, and later its generalization, works.
Therefore, we choose the dimension of the image space m = 2. This enables us to make the results
graphically visible. The LDA kernel K consists therefore of the two eigenvectors corresponding to
A; and Ay, The seperation measure (3.5) for the transformed data is

Q= -1.71T.

This value may serve for later comparisons (we cannot give @ for the original space since n > {L—1)).
Figure 2.1 shows a plot of the transformed data. The samples of the classes /AH/ and /AY/ are
already very good seperated, while the the samples of classes /AA/ and /AX/ are highly overlapped.

!We will talk in detail about the database and the primary transformation further down.



Chapter 4

Nonlinear Discrimiant Analysis

(NLDA)

In the previous chapter it was shown how to derive a linear transformation in order to extract
dimension reduced features with a minimalized loss of classification information. Now one could ask,
whether it is possible to develope a transformation which further minimalizes this loss of classification
information.

Of course, since LDA was derived by linear optimization, there is no other linear operator, which
minimizes (3.5) better than the LDA kernel K. Subsequently, one has to look for a nonlinear
transformation. Unfortunately, since there is no closed nonlinear theory, it is not possible to derive
such a transformation in a general way.

4.1 Motivation for Nonlinear Generlization of LDA
Clearly, observing (3.5), it holds that

9Q _ 1 8Q _ 1

—_— — d = —— 4.1)
I R o 1T I TN S

That means Q increases with |S, | and decreases with |Sp|. Thus, one way to to minimize Q is the
simultaneous minimization of |S, | and maximization of |Sy|.
One can show (the way is rather long and avoided here) that for any matrix A = [a;;] with

ai; =Y hYRY (4.2)

it holds that
A ~ (h)%. (4.3)
The within and between class scatter matrices |S,| and |S;! are matrices of the type A. For |5, |,
hY = z¥—m! where zV is the i-th component of the »-th sample vector and m! is the i-th component
of the mean of the class [ the sample is assigned to. In the case of | 5|, kY = mY — m;, now with »
the class label and my the i-th component of the overall mean M.
Thus, minimization of () can be achieved by simultaneous minimization of

(A = (@ -m)® wv=1,..,N; I=1,...,L (4.4)

and maximization of



4.2 Minimization of the Within-Class Scatter

The geometric interpretation of minimizing (4.4) can be seen as moving each sample to the corre-
sponding class mean. That is, one tries to concentrate the clouds around the class means.

Mathematically, one is looking for a nonlinear operator O : " — ™ with m < n which
minimizes (4.4) in R™. Here, R" 15 the original vector space of dimension n and R™ the space of
the transformed vectors with dimension m. The case m < n allows similar to LDA a dimension
reduced set of feature veclors.

We need to find the nonlinear operator 0. An often used method for finding such an operator
under the boundary condition of minimizing a difference like (4.4) is applying a neural network
trained by error backpropagation using the mean squared error. The target vectors for the error
backpropagation are then the means of the different classes. An introduction into the theory of
neural networks and the description of the backpropagation algorithm can be found in [HKP91].

In order to accelerate the convergence and to ensure that the result of the transformation is
indeed better than a LDA in the sense of class seperability we demand that the initial state of the
network already performs a LDA (we will discuss later how this can be achieved).

In this thesis, we will to introduce three different network types which seem able to perform the
desired kind of nonlinear transformation. Two of these will be investigated more in detail. All three
approaches work with feed forward networks and with the sigmoid function

. ]
5(p) = ——
(2) i e
as transfer funetion for nenlinear units.
A nonlinear unit performs the function
n
u=s| D wii+ Wni (4.6)

g=1

and its graphical symbol throughout this text is
¥

7
The output ¥ for a linear unit is calculated by
L
ii= Z Wiz + Wnt, (4.7)

=1

its graphical symbol 1s

X

n

The coefficients w; are called weights; the weight w, ., is the bias weight.



4.2.1 Approach 1

Figure 4.1 shows the network to perform the first NLDA approach. The network has two layvers. The
hidden layer consists of n nonlinear units (again, n 1s the dimension of the original vector space).
Its output layer has m linear units. Therefore its function is

Y =47X, (4.8)
where A : R" — R is a linear operator and X the output vector of the hidden units with
X = f(X) (4.9)

and f : R" — R" is the nonlinear function performed by the hidden units. Thus, the network
function can also be written as

Y =ATf(Xx). (4.10)

To satisfly the boundary condition of the initial state LDA. the weights of the hidden units are
initially chosen to be
wh = { 1 =

& 0 ifisj

tind t'h“—' b]a- l“'e”:hths are lnltlﬂ“\’ ChQSEH Lo |}(_-‘
(138 = -"'U 3]
in4l AL

The reason for this choice 1s that the data coefficients here range in the interval [0..1]. Therefore
this choice of initial weights degenerates the nonlinear function [ of the hidden units to the linear
unity operator. In other words, for the mitial state of the network it holds that X = X

It is easy 1o adapt the initialization to data that ranges in different intervals simply by changing
the value of the bias weights and introducing a gain into the transfer function.

It is clear that we can achieve the mitial LDA state now by chosing the linear operator A to be
the LDA kernel K’ = [k;;]. Thus, the initial weights of the output units are

u.'E_j il
The bias weighte ol the output javer unite are initial set to zero.

Thus, equation (4.10) can be interpreted in the following wav: we are looking for a nonlinear
transformation which deforms the space in a way that allows a following LDA to perform better
than it would be possible in the original space. This nonlinear transformation is performed by the
hidden units of the network the linear output units perform the LDA.

We should mention liere, that the linear operator 4 does not really performs & LDA but works
i a similar way, The within and between class scatter matrices of the transformed data are not
expected to be diagonal '. It should be also kept in mind, that the operators 4 and [ are changing
continuously while the network 1= trained.

4.2.2 Approach 2

The second approach to the nonlinear generalization of LDA is very similar to the first one. lts

mathematical expression is N
Y = fATX). (4.11)

Figure 4.3 shows the network able to perform this kind of transformation. Again 4 : R" — R™ is
a linear operator and f : R" — R™ is a noulinear operator. However, the order of application has
changed. Here, first the linear operator is applied to perform a LDA like transformation and then
the space of vectors X = AT X is deformed nonlinearly creating a space of feature vectors Y.

1t is not hard to retransfer them again into diagonal matrices by applving & LDA withour dimension reduction
on top of the network (as we will do in later experiments).
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Figure 4.1: Network to perform NLDA Y = A7 f(X).
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To satisfy the request of an initial LDA state. suitable Initial weights of all units have to be
chosen. Again, the weights of the linear units become the coefficients of the LDA kernel & — [kii]
such that :

1
wi; = ki
The bias weights of the linear unite are set to be the offsets & so that every coeflicient of X is again
in [0..1] '. The weights of the output units then are again chosen to approximate the unity operator.
That is

s o 1 Hisy
TV 0 ifigg
where its biased weights are initialized to be
wien+1 = —0.5.

Due to the use of the sigmiod function in the output units, this transformation always creates
feature vectors with coefficients in the interval [0..1]. This is an important difference to the former
method and (as we shall see later) is also the reason that we do not employ this approach. 1t is anly
mentioned here due to completeness.

4.2.3 Approach 3

The third approach to NLDA is essentially different from the former ones. The network to perform
it 15 shown in figure 4.3. The hidden units in this approach ‘look’ at the input units and feed their
responses into the linear units which, in turn, also ‘look’ at the input units,

The mathematical expression for this approach can be written as

Y=ATX + £(X): (4.12)

The main difference from the other two approaches is the su perposition of two independent processes
as opposed to a two stage process. The linear operator 4 : R® — R™ again carries out a LDA-like
transformation. The nonlinear operator f : R” — R™ can be seen as a kind of nonlinear error
function. However, the internal representation of the transformation is shightly different; first the
original vector space is extended by / dimension, the output from the k& hidden units. Then this
space 1s projected on a space with m dimensions by the linear output units.

Suitable choice of the initial weights ensures again initial state LDA. The weights of the hidden
units are chosen randomly. The weights of the linear units which are connected to the lnpul units
are again set to be the coefficients of the LDA kernel K = [k;;]. The weights of the connections
from hidden unit to linear unit are set to be zero. Thus,

5 { kip ilj<m

W = . T
Y { Tm<j<m<+ik
b

Due to this, for the nonlinear operator [, it holds initially that f = 0. and for the linear operator 4.
1t holds that A = K. Thus. the initial state is reallv a LDA. However, in the training process it is
useful to accelerate the convergence of training by bootstrapping the weights wi with m < j < m+k,

ln contrast with the other two approaches, here the number £ of hidden units can be freely
chosen. In the other approaches, the number of hidden units was determined by the demand of the
initial LDA state. This is an important advantage of the third approach.

Here it i1s mentioned again that the scatier matrices of the resulting feature vectors Y are no
longer diagonal and that the operatars 4 and f change in the training process.

"The dynamic range of the coefficients in each channel [£:..6; + 1.0] can be assured by linear sealing of the LDA
kernel with respect to & value 7. This changes the within-class scatter matrix from 7 1o m{ but does not change any
of the LDA's praperties. The exact procedure is described later when discussing the experiments with LDA and the
resource management database.
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Figure 4.3; Network to perform NLDA Y = ATX + f(X).

4.3 Maximization of the Between-Class Scatter

For the maximization of (4.5) and therefore of the between-class scatter we use the concept of
mouving targets as intorduced in [Mai%4]. The geometrical interpretation is as follows: the target
vectors for the backpropagation algorithm are moved away from each other by adding drift vectors
to the original targets. The drift vector for ane target is calculated by finding directions of freedom
to move away from the other targets,

The mathematical expression for this behavior is

L

1 mt — mh
df== 5 ——— l<wgl, O<igm (4.13)
3 ¥ o k - -—
L o i 107~ Y|
Here, DY = [df,..:; dy,] is the drift vector belonging the the v-th target vector. The vectors

MY = [mY,...,my] are the L class centroids in the transfromed space. The drift vector DV can be

also writien as ;

1 - MY M
Y= = —_— < oA e}
D' =< o 0O<wsl (4.14)

Therefore, each drift vector D* is the sum over the L — | unity vectors in the directions of the
difference vectors between the corresponding centroid A" and the other centroids. The unity of the
direction vectors is assured by the nominator in the sum in (4.13) and (4.14).

It seems useful to have a larger drift for classes closer o each other, That can be achieved by
introducing a weighting function b(|M¥ — M*|) into the sum of (4.14). To preserve the metric of the
space, this weighting function has to satisify the following conditions:

* b(|MY — M*¥|) has to be a monotonously decreasing function.

e From [MY — M*| < |M¥ — M'|, it has to follow that

. M5 — My M!— M¥
MY — AJ’A BIATY — k W i v ﬁfﬂ i - E
+ b(|MY = M ’)—|M~—Mﬂ*[ = 'M M 4 b(|M |)|M“_M¢|

This prevents a target centroid for a centroid closer to A" from becoming more distant than
the target centroid for a centroid further apart from A"
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Figure 4.4: Demonstration of the concept of moving targets.

A little geometric and analytic considaration of the problems leads to a family of functions which
fulfill these conditions [Mai94], namely

1

b(| M — M-
WM™ =M = e = aely

5 =0, (4.15)

The parameter ~ in (4.15) is a gam which controls how strongly smaller distances are prefered in
the weighting. Equation (4.14) 1s therefore updated to

L

1 Aif"‘—f'lﬂfj"
KT 1Z¢ 1+|M‘“-M‘l)“' e —ae O<vst (4.16)

The actual target for the py-th sample belonging to class v, which is given to the backpropagation
algorithm, is thus

TUh = aM¥ 4+ (1—a)Y*+8D* (<a<l 0<A<L. (4.17)

In (4.17) Y% 15 the net output for the p-th sample vector N*. The parameter £ allows an overal]
weighting of the drift. The restriction of 2 to the interval [(..L] follows from the conditions and from
the special type of the weighting function (4.15) [Mai%4]. Hnweve 3 will usually be mucl smaller
than L. A good way to find intervals for 4 is to compare the magnitude of the centroids with the
magnitude of the drift vectors. The parameter o controls how strong the targets for each sample
are scattered around the target centroid M* + BD". In the one extreme case, o = 1. the target
vector for every sample of one class is the same @ MY 4 DY, Thus. multimodal distributions are
eventually transformed into unimodal distributions. In the other extreme. a = 0, the target vector
for each sample vector is the sample vector itself shiftet by the weigthed drift vector. This should
give the possibility to preserve multimodality in the distributions.

From the above follows that the process of maximization of the between-class scatter is a para-
metric process controlled by the parameter triple (5, a.7).

Figure 4.4 makes the whole procedure clear for a simiple example.

From (4.13) and (4.17) 15 easy to see that this procedure maximizes the distance between the
class means (4.5). Therefore the between-class scatter 15 also maximized.

(]
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For this procedure of maximizing the between-class scatter, the above mentioned reason for
discarding approach 2 (4.11) to NLDA holds: That approach restricts the range of the components
of the output vectors. Using the concept of moving targets, it is not desirable to do this since one
is interested in allowing the centroids to drift freely. This is achieved by using linear units in the
output layer of the network. However, [Mai%4] proposes to solve this problem for nonlinear output
units by projecting the drift vectors onto the surface of a sphere in the restricted output space.
While this approach solves the aforementioned problem, it seems to be dangerous because it can
result in a drastic change of the class centroids neighbourhood relations. The metric of the original
space could therefore not be preserved in the output space.

4.4 Combination of the Simultaneous Optimization of the
Scatters to a NLDA Algorithm

The processses for minimizing the within-class scatter and maximizing the between-class scatter as
described in the above sections can be melted together into an algorithm for a Nonlinear Discriminant
Analysis with dimension reduction from n to m dimensions performed by a neural network as follows
(the algorithm’s parameter ! and k are explained after the algorithm):

1. Choose a neural network corresponding to the different types of NLDA (4.10) or (4.12).

2. Choose the number of the network input units to be n and the number of output units to be
.

3. If the NLDA approach is (4.12), choose the number of hidden units.
4. Choose a parameter triple (8, @, 7).
5. Initialize the network to achieve an initial LDA state.

6. Pass all training data through the network and calculate the class centroids in the output
space, the scatter matrices in the output space, and the criterion (3.5).

. If there is no significant change in the value of (3.5) compared to the previous iteration or if
this is the k-th iteration go to step 11.

8. If the number of iterations is a multiple of [, store the class centroids of the output space and
calculate the drift vectors for each class by using (4.16).

9. For each sample:

(a) Calculate target for error backpropagation using (4.17) and the cached class centroids.
(b) Perform error backpropagation using mean squared error as error measure.
(c) Update the network weights.

10. Go to step 6.

11. Calculate a additional LDA without dimension reduction on the output data to return the

scatter matrices into diagonal matrices (this step can be skipped if diagonal matrices are not
needed).

12. STOP.

This algorithm has two additional parameters: the number of iterations k and the parameter I. [
determines after how many iterations the class centroid and drift vectors for the target computation
are updated. This gives the possibility to train more than one iteration against the same targets
and facilitates convergence (a too frequent update of centroids and drifts can result in runaway of
the targets).



4.5 Other Approaches to NLDA

One could think of a number of other approaches to achieve a NLDA that we do not consider
here. In [WL0], for example, it is shown that a neural network with a linear output layer but
nonlinear hidden layer trained as a one-from-/V classifier minimizes a criterion similar to (3.5) in the
space spanned by the hidden units. Therefore, the space spanned by the hidden units is a NLDA
representation of the original space.

Another possibility is the nonlinear principal component analysis performed by the hidden layer
of an auto-assoziative trained network. Again the space spanned by the hidden units can be seen as
a NLDA representation of the input space.

A way to achieve a generalization of the LDA idea which takes care of the classifier following the
feature extraction is shown in [HTB93]. The name of the resulting method is Flezible Discriminant
Analysis (FDA). This approach works without neural networks in an analytic way.

4.6 Demonstration of the NLDA Abilities with the Test
Database

Again we use the small database introduced in chapter 3 to shown whether and how the NLDA
approaches (4.10) and (4.12) work. Since there are only 250 samples in this database many iterations
are needed to train the networks. For each experiment, we have made 500 iterations over the whole
database. Thus the network has seen 125000 samples in the training process. The samples have been
laid on the network input units in a random fashion. The centroids and drift vectors for the target
calculation have been updated every 50 iterations for the approach (4.10) and every 25 iterations
for the approach (4.12). For each network type, 3 experiments for 3 different values of 4 were made.
Here v 1s 1, 2 or 3. Since these experiments are only for demonstration purposes, the parameters
@ and [ have not been varied but have been chosen. The parameter @ in all experiments has been
assigned the value 1.0. The paramter 3 has been chosen to assure that the magnitude of the drift
vectors is approximately one third of the magnitude of the centroids in the output space.

In all experiments, the dimension of the original space was 16 (16 input units) and the dimension
of the output space was 2 (2 output units). The initial LDA state has been achieved by using the
LDA kernel K derived from the data (Appendix C).

The learning rate for the backpropagation was [r = 0.008 in the experiments corresponding to
(4.10) and Ir = 0.004 in the experiments corresponding to (4.12). The backpropagation momentum
was m = (.9 in all experiments.

Before describing the results of the different experiments, one common feature of all experiments
should be mentioned. All experiments showed a convergence behaviour as gualitativly shown in
figure 4.5. Here the value of N, is a critical number of iterations that need to be carried out hefore

N, iterations N

Figure 4.5: Convergence behaviour of a NLDA network.
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an improvement in the criterion value for the class seperability is achieved. This behaviour is due to
the strong initial deformation of the space before convergence starts. In all experiments, the value
of N. was approximately 100.

However, real databases usually have many more samples than our small example. Thus, this
initial convergence behaviour is not crucial in real experiments as will be seen in chapter & (N, 1s
smaller than 1).

4.6.1 NLDA Y = ATf(X)

For the three experiments with this network type, the parameters and results are listed in the
following table:

J&; o | v | iterations Q
LDA - = 2 - -1.717 || figure 3.1
NLDA | 20| 1.0 (1 200 -3.200 || figure 4.6
NLDA | 3.2 1.0 2 500 -3.789 || figure 4.8
NLDA | 40| 10| 3 500 -3.425 || figure 4.10

Obviously all three experiments minimize @ very strongly (since () is a logarithmic value). The
plots of the output data for the experiments can be found in the figures 4.6, 4.8 and 4.10. Indeed, class
seperability has improved strongly, especially with respect to the classes /AA/ and /AX/. While in
the LDA case (cp. figure 3.1) both these classes were strongly overlapped, they are seperated well
in all three NLDA experiments.

Furthermore, with increasing value of 4, the drift for closer classes becomes larger and subse-
quently their seperability in the output space increases while the classes which were initially well
seperated drift less,

One feature of the concept of moving targets can be observed in all three experiments: due to
the movement of the targets further and further away there is a tendency in each class to develop a
tail. A way to get rid of this tail is to train the network after the 500 iterations by some additional
iterations with the centroids of the classes as targets. Thus, the classes are finally concentrated
around their means. This procedure corresponds to the parameter set (0.0, 1.0, ) where the value
of v is unimportant because it influences only the drift vectors and the weighting factor for the drift
vectors, [, 1s zero.

This procedure was applied and the results are plotted in the figures 4.7, 4.9 and 4.11. Since this
procedure is equal to a further minimization of the within-class scatter, the value of Q decreases &
little more:

moving target parameter || Q after 500 iterations | Q after additional 100 iterations
(8,2,7) with centroids as targets
(2.0, 1.0, 1) -3.200 -3.990
(3.2, 1.0, 2) -3.789 -4.153
(4.0, 1.0, 3) -3.425 -3.736

Altogether this approach to NLDA seems promising.

4.6.2 NLDA Y = ATX + f(X)

The three experiments for this network type were carried out in the same way as the experiments
described above. The number of hidden units in these three experiments is 10. That is less than the
16 hidden units in the network for the former experiments. Despite the smaller number of hidden
units the results of the experiments are good. The parameters and results are listed below:
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J¢ @ | v | hidden units | iterations (@]

LDA - - |- - - -1.717 || figure 3.1
NLDA | 2.0 1.0 1 10 a00 -3.56 || figure 4.6
NLDA | 32| 1.0 2 10 500 -2.78 || figure 4.8
NLDA | 40| 1.0 3 10 500 -2.10 || figure 4.10

Here it is seen, that with increasing values of 5, the value of @ is not as strongly minimized. A
look to the plots of the data in the figures 4.12, 4.14 and 4.16 shows that this is because concentration
within the classes decreases as v increases (while the class centroids are still far appart). Nevertheless,
in all three examples the seperability of the classes is good. Again, especially the seperability between
/AA/ and /AX/ has increased. These classes are now certainly seperable, which was not the case
after LDA.

Again we made additional 100 iterations with the centroids as target to concentrate the classes
further. Figures 4.13, 4.15 and 4.17 show the plots of the data in the output space. Due to the
stronger concentration within the classes, Q decreases. The following table shows this in an overview:

moving target parameter || Q after 500 iterations Q after additional 100 iterations
(8, e,7) with centroids as targets
(2.0,1.0, 1) -3.56 -3.84
(8.2,1.0,2) -2.78 -3.02
(4.0, 1.0, 3) -2.10 -2.25

Summarizing, it can be said that both approaches to the Nonlinear Discriminant Analysis are very
promising. The class seperability in our example was strongly increased in all experiments. But it
still needs to be shown that this way of minimizing the value of @ and increasing the class seperability
also leads to an improvement in the actual recognition performance of a speech recognizer.
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Chapter 5

Experiments on the Resource
Management Database with a
Continuous Speech Recognizer

In the previous chapter we have shown how to improve class seperability by applying a nonlinear
transformation. But it still needs to be verify, that the improvement in seperability leads also to an
improvement in recognition performance.

In this chapter, we want to describe some NLDA experiments we performed with a continuous
speech recognizer on a speaker independent large vocabulary database.

5.1 The Database

The database we used for the experiments is the widely used Resource Management Database de-
scribed in detail in [PWFP88]. This database is a speaker independent continuous speech database
and ranges in the 1000 word domain. It consists of 72 male and female speakers for training, 37
male and female speakers for development (usually splitted into additional training material and
test material) and 37 male and female speakers for evaluation and testing. The speakers are drawn
irom diflerent american dialects. Each speaker 1s represented by 40 sentences.

The speakers were simultaneously recorded with low background noise and digitized at 20kH =
sampling frequency. The digitized data was then downsampled to 16kH z.

5.1.1 Primary Transformation

On the digitized speech data a 256-point fast fourier transform was performed (corresponding to
a frame length of 16ms). The frames have been overlapped by 6ms and weighted by a Hamming
window. That leads to a effective frame rate of 10ms. Only the amplitude spectrum was further
used.

This whole procedure results in data vectors with 128 coefficients. To make a first dimensionality
reduction of the data, the FFT vectors have been mapped onto 16 melscale coefficients. This
1s a heuristic dimensionality reduction which is justified by the analogy to the human auditory
system. There, the bandwith of the cochlea filters is constant at low frequencies and increases after
a certain point with frequency corresponding to a constant realtive bandwith. Table 5.1 shows the
mapping rule from the spectral coeficients to the melscale coefficients after [WY81]. In the table,
m; corresponds to the +th melscale coefficient and s; corresponds to the i-th spectral coefficient

From the melscale values m;, a dB scale representation ! was calculated by applying

L = 10logmy.
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coefficient mapping rule coresponding frequency

index interval/ [Hz]
1 my =8, + 8 + 83/2 0...187.5
2 Mz = 53/2+ 84 + -+ 8 + 87/2 187.5...437.5
3 Mg = 87/2 4 85 + -+ 510 + 511 /2 437.5...687.5
4 My =811 /2 4 104+ 334 + 815/2 687.5...937.5
5 ‘ms=815f2+315+“-+3u+319/2 937.5...1187.5
6 Me = $19/2 + S20 + - + S22 + 823 /2 1187.5...1437.5
7 My = 833 /2 4 824 - - + S26 + 527 /2 1437.5...1687.5
g Mg = 827/2 + 328 + -+ =+ 830 + sa1/2 1687.5...1937.5
9 g = sa1/2 + g3z + - - - + $35 + sag /2 1937.5...2250
10 Mo = $36/2 + Sa7 + -+ + 843 + s42/2 2250...2625
11 M1y = 842/2 + 843 + -+ - + S48 + 549/2 2625 .. .3062.5
12 M1z = S48/2 + 850 + -+ - + 557 + 5358 /2 3062.5...3625
13 mia E.!53/2+S59 =+ -+ 368 + 8e9/2 3625...4312.5
14 Mg = Ses/2 + 870 + - - + 881 + 5s2/2 4312.5...5125
15 m.15=3;2/2+833+-'-+897+395/2 §125...6125
16 Mg = 908 /2 + 890 + -+ + 3115 + 5117 6125...7312

Table 5.1: Mapping from spectral coeflicients to melscale coefficients.

This leads to preprimary features of dimensionality 16. Finally, the coefficients of the preprimary
features for each sentence are lineary scaled to be in the intervall [0...1.0]. This gives the possibility
to store each in a 1-byte form by mapping the floating point values onto chars.

The primary features have been derived from the preprimary features by adding dynamic infor-
mation in form of delta coefficients

Li(1) = Li(k +2) 1<k<?2
di(k) = L(k—=2)-L((N) N-1<k<N . (5.1)
Li(k=2)—L(k+2) 2<k<N-1

In (5.1) k means the actual frame number, N the total number of frames in the sentence. Thus, the
primary feature vectors z(k) = [l(k),...,lis(k),di(k), ..., d1g(k)]T are of dimensionality 32. The
delta coefficients are not stored but created online.

5.1.2 Class Assignment for training data

The database is not yet labeled, i.e., the assignment of a training data frame to a class is still
unknown. Labels for all frames were created by handlabeling and an automatic postlabeling. For
the postlabeling, the handlabeled data was used to train &« HMM-recognizer. After the training the
data was postlabeled by finding the Veterbi best path and reassigning the data. This procedure can
be done iteratively.

5.2 The Recognizer

The recognizer used is part of the JANUS speech-to-specch translation system developed at the
Carnegie Mellon University in Pittsburgh and the Karisruhe University. It is a system designed
for the recognition of continuous speech. In the following, the recognizer, a semicontinuous HMM-
recognizer, is described in principle. A detailed description is given in [Wai91] and [Wai22].

5.2.1 Semicontinuous Hidden Markov Model

Hidden Markov Models (HMM) give one the possibility to find the probability that an observation
was emitted by a source. Here, the source consists of a succession of states with different transition
probabilities. (An observation is a succession of events.) Figure 5.1 shows a typical HMM. The
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Figure 5.1: Hidden Markov Model with 4 states.

phoneme phoneme phoneme

Figure 5.2: Phoneme HMM.

a;; in figure 5.1 are the state transition probabilities from state i to state j. In order to find the
probability for the emission of the observation by the model, one needs the probabilities for the
emission of each event by each state. These are the emission probabilities b;(k), i.e., the probability
that state i emits event k. Detailed description of HMM’s and training algorithms to estimates the
probabilities a;; and b;(k) can be found in [Rab89] and [HI89].

In speech recognition sysiems, one chooses the states to model the phonetic transcription of the
words. Therefore, only transitions from left to right are possible. Since several subsequent events
can belong to the same state, every state has a self loop.

In this particular recognizer, one further splits a phoneme into three subphonemes. This allows
one to model the begining phase, the ending phase and the static phase seperately. Each subphoneme
is modeled by 2 states. It is possible to jump over a subsequent state. Figure 5.2 shows the HMM
for a phoneme. The transition probabilities at this level are chosen initially and remain fixed.

In a discrete HMM, the events are the vectors of a codebook C and the emission probabilities
b;(k) are the discrete relative frequencies for the codebook vectors.

In a semicontinuous HMM [HJ89], one models the emission probabilities b;(k) by a discrete
distribution P(c; | s) over a codebook C = [e3,.. ., cx] with K codebook vectors ¢; and a continuous
distribution f(y | ¢;) over each vector ¢;. Therefore, the discrete emission probabilities b; (k) become
continuous distributions

nylc. (ci | 5). (5.2)

i=1

In (5.2), 5 is the actual state of the HMM and y is a feature vector (for example, a primary feature
vector z(k)). Given an observation O : z(1),...,2(k),...,z(N) the probability that a HMM M
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created this observation is

PO |M)=3 P(O|M,S)P(S; | M), (5.3)
s
where § = {8),...,5,} stands for the set of all possible state sequences. One is only interested in

the largest component of this sum which corresponds to the most likely state sequence S,. One can
find 5. by applying the Veterbi algorithm [Rab89]. The probability that the HMM M with the state
sequence 5, has produced the observation @ is

i
P(O| M, S,)P(Si | M) = T asusny, f(u(F) | 9. (5.4)
k=1

In order to avoid numerical problems (due to the number of multiplications in (5.4)), one often
applies a logarithm on (5.4). The resulting log probability is often called score

N N
score(O | M) = ~1og (P(O | M, 8,)P(Si | M)) = = Y logapuns, = 3 log £(s(k) [ 5).  (5.5)
k=1 k=1

The recognizer of the JANUS system takes the following simplifications:

¢ For the continuous distributions f(y | ¢;), normal distributions Nyl(e;, ;) are chosen. This is
Justified by the assumption that the class distributions are multimodal normal distributions
and each codebook vector estimates the mean of a partial distribution.

e For the covaraince matrices T; for the normal distributions Ny(e;, ;) a unitary matrix is
assumed. This assumption transforms the Mahalanobis distance in the exponent of (2.27) into
the euclidean distance.

¢ Instead of the sum (5.2), only its largest component is considered. This is equivalent to
searching the codebook vector with the smallest distance to the feature vector,

e All state transition probabilities are initially chosen and then remain fixed. This allows more
fiexibility in the bottom up construction of word and sentence HMM's.

With these simplifications, the score (5.5) becomes

N N N
score(0 | M) = =3 "logass,,. = 3 log P(c, | )+ > & |u(k) — c,| (5.6)
k=1 k=1 k=1

with
4 = arg min |y(k) — ¢;].

In (5.6) h is a scaling factor. It is not possible to derive h analytically; it has 1o be determined
experimentally. It is chosen to maximize the perfomance of the whole sytem. Since this scaling
factor may be different in training and testing and since it will be = parameter in later experiments,
we refer to it as TRebfact in a training session and ac in the test session.

In the training phase, the codebook C and the discrete distributions Ple; | &) are updated
iteratively by using a Veterbi algorithm.

5.2.2 Dictonary and Grammar

In order to recognize sentences, one needs HMM’s for both word and sentence level. Since it is
impossible to have a HMM for each possible sentence and very expensive to have one for each
possible word (which would mean 1000 HMM’s), the HMM’s are build up on line. To create a HMM
for a word, one simply connects phoneme HMM’s correspending to the phonetic transcription of
each word to each other. The phonetic transcription for each word is stored in the dictonary.



The transcription of the words is based on 48 different phonemes. Therefore, under consideration
of 3 subphonemes per phoneme, the number of classes is 144.

In order to compose sentence HMM’s out of word HMM’s one needs to determine a grammatical
structure. In the experiments here, we use a simple word pair grammar. This is a special bigramm
grammar, in which the probabilities for each pair of words is either zero or one. The perplexity of
this grammar is 60. At the beginning and the end of each sentence, a silence state is added. Thus,
the number of different classes increases to 145. Furthermore, there is a additional state called
STOP needed in the recognition process. Although not really a class, we will count the STOP state
as class with zero members, thus increasing the number of classes to 146.

In the recognition phase, the number of valid sentence HMM’s are succesively restricted by
prunning and beam search technigues.

5.2.3 Versions for Different Features

For the experiments, two different settings for the recognizer are used. For the first experiment, the
features are the primary features described above. Since melscale coeflicients and delta coefficients
are two completely different representations, they have seperate codebooks and seperate discrete
distributions over these codebooks. The score therefore is modified to

N N N
score(0 | M) = —Zlﬂgﬂusp,: -v (Zlog}:’(c,‘ | 5) + Eh y(k) — c#|)
k=1 k=1 k=1 melscale
N N
= 3=l (Z log P(ey | s) + Zh (k) - C#i) : (5.7)
k=1 k=1 delta

The factor v is determined experimentally, and does not change.

The other experiments are carried out on features created on this primary features by LDA
and NLDA. Because of the integrating abillity of LDA and NLDA, only one set of codebooks and
distributions are necessary. The score is then normally calculated by (5.6).

Since the goal is to recognize continuous speech, two different accuracy measures on the word
level are distinguished. The first measure is called correct word rate (CWR) and is simply calculated
by

CWER= Neorrect words (5 8)

Ntotat words
Since we deal here with continuous speech, it is still possible that between two subsequent words
in the test utlerance, recognized correctly by the recognizer, another word was inserted by the
recognizer. Or, vise versa, a word in the utterance can be deleted in the recognition process. The
word error rate WER is therefore

WER -N.!ub:h'tuh‘an - jvdﬂfﬂh'on -+ Nl'nszrﬁdn (,_-) g)
; = : 5.
correct words b ]Vdcl:tinn: -+ Nuub:ti!utinns

The second accuracy measure is based on the word error rate and is called word accuracy WA. Iis
definition 1s

7 — N .
WA = 100% = WIER = : A’\carrgcr wnrda inseriion (5-10)

= 7
Acarractmorda + J\dststiona + Nsubuitutiom

The word accuracy is the more important measure for continuous speech. When refering to word
recognition rates we will use the word accuracy but give the correct word rate in brackets.

5.2.4 Training, Test and Cross Validation Set

From all the utterances in the database a training set, a test set, and a cross validation set have
been chosen. All the sets consist of male speakers only. The training set contains 2830 sentences
from 78 male speakers. The official test set contains 390 sentences from 13 male speakers.
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Due to the concept of the recognizer, a two dimensional parameter space spanned by the recog-
nizer parameters THebfact and ac has to be scanned in the LDA experiments. In the case of NLDA,
we also have additional the moving target parameter, thus creating a five dimensional prameter
space. This makes it expensive to use the full test set for the evaluation of good parameters. There-
fore, a small cross validation set has been defined. It contains 48 sentences from 12 male speakers.
All experiments in this work except the concluding experiments have been carried out on the cross
validation set in the test process. The concluding experiments have been performed on the official
test set with the best parameter combinations evaluated on the cross validation set.

5.3 Experiment on Primary Features

To get the possibility of comparism, an experiment on the primary features was carried out first.
Since the primary features have usnally been used with this recognizer, the value for v in (5.7) was
already experimentally investigated and hardcoded in the recognizer’s program. Also the best values
for the parameter TRcbfact and ac (cp. (5.6)) are known for this configuration. Those values also
have been hardcoded as a origin for both parameters. Thus, TRcbfact and ac are virtually set to 1.0
in this configuration and every other configuration refers to this origin for the values of TRcbfact
and ac.

The codebooks and distributions have been calculated on the 2830 training set. Then the training
process was carried out, consisting of 6 iterations over the training set. With the trained codebooks
and distributions, the cross validation set was evaluated. The following table shows the results:

correct insertions | deletions | substitutions
75.2% (76.8%) 1.6% 8.0% 15.2%

(Again, in the correct column the value in brackets is the correct word rate), This values serve
as first brenchmarks for the following experiments.

5.4 Experiment with LDA Derived Features

In [Mai94] the teamwork of the recognizer and features derived by LDA is investigated. There it
is shown that a dimension reduction of up to 16 from the original 32 dimensions does not lead to
any loss in performance worth mentioning. There it is also investigated how different LDA class
definitions influence the recognition performance. It is shown there that the besi results can be
achieved by also using the 146 classes distinguished by the recognizer as classes for the LDA.

Thus, the LDA on the primary features was carried out here using 146 classes. Since, after
LDA, the coefficients of the feature vectors do not necessarilly range in the interval [0..1], a scaling
algorithm was needed to scale them back into this interval. This scaling procedure should not
influence any of the LDA properties. The scaling was done by the following procedure :

1. Calculate the minimal and maximal value 7}, and 7.,,., i = 1,...,16, for each of the 16
channels in the transformed space using the whole training data.

]

Scale the LDA kernel /U = [k;;] using

~ 'min

F.!J

Calculate the offset ¢' for each channel by
0.87:

| mirni
¢'=01-~ i
Tmaz ~ Trin

4. Calculate the transformed within-class scatter matrix S, = K75, K. This is a diagonal
matrix, but not a unity matrix because of the scaling of the kernel.

,:1
.



. Find the smallest diagonal element ¢ of 5, = [5:5].
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6. Rescale the LDA kernel K using

7. Rescale the channel offsets ¢' using

8. Calculate the feature vectors Y from the primary feature vectors X by applying
Y=K'X+® (5.11)
with & = [¢?,..., ¢19].

Using this procedure, all the coefficients of the transformed training data range in the interval [0.1
. 0.8]. The within-class scatter matrix in the feature space is not a unity matrix, but is derived
from a unity matrix by scaling with the constant factor &. Thus the scaling properties of LDA are
preserved.

When transforming the test set and the cross validation set (applying (5.11)), it is still possible
that some coefficients exceed the interval [0..1]. Those coefficients are set to 0.0 or 1.0 respectively.
However, less than 0.0002% of the data fell outside [0..1].

Again, for later comparisons, the seperability criterion (3.5) for the LDA feature vectors is

(146 = 7.329.

Here the index indicates the number of classes considered in the calculation of this value. Since if 15
also useful to know this value in the case that only phoneme classes instead of subphoneme classes
are considered, it is given here

qu = 15.860.

Here the classes are the 48 phonemes, the silence class and the STOP state.

The value of (146 on the primary features is 36.46. Thus the value of @ is clearly minimized by
LDA as was expected (although, due to the dimension reduction, those two values are not simply
comparable).

On the so derived feature vectors, the recognizer was trained over § iterations. Since for these
features the values for T'Hebfact and ac are unknown, the parameter space spanned by these two
parameters had to be scanned searching for the values which give the best recognition performance,
Since a change in THcbfact (where the whole training has to be repeated) is more expensive than
a change in ac, the scan for T'Hcbfact is coarse. Also, experiments showed, that the recognition
performance is more sensitive to changes in ac than to changes in TRcbfact. For TRcbfact and for
ac § values and 14 values have been evaluated respectively. The detailed results can be found in
Appendix D, section Ezperiment with LDA feature vectors. Here, only the best result is given. For
this, the word recognition performance, insertions, deletions, and substitutions are:

correct insertions | deletions | substitutions
84.5% (87.5%) 3.0% 3.9% 8.6%

The recognition performance is much higher than with the primary features. Especially the
substituiion rate has decreased. The sum of insertions and deletions has decreased slightly, substi-
tutions and deletions have become more balanced. This is a strong improvement, especially if one
considers that the feature vectors have only half the dimension of the primary features. The two
main reasons for this improvement are the following: First, LDA is an integrating transformation
in the sense that two different representations (melscale coefficients and delta coefficients) can be
integrated statistically optimal into a homogenous representation. The analoge, at a heuristical
level, for this integration in the case of the primary features is equation (5.7). The second reason is
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Figure 5.3: Tllustration of the results of using one drift vector for each subphoneme class or one drift
vector for corresponding subphoneme classes.

the scaling ability of the LDA, which means scaling each feature channel independently to have a
unity variance within the classes ! , or, in our case (due to the scaling algorithm), a unity matrix
multiplied by a constant value. The decorrelation of the channels may be yet another aspect of
importance.

5.5 Experiments with NLDA Derived Features

Experiments with NLDA derived features have been carried out with the NLDA approaches (4.10)
and (4.12). Before describing the experiments in detail some general remarks will be given.

The recognizer distinguishes between the above mentioned 146 classes (mostly subphoneme
classes). [Mai94] shows that LDA works best if the number of clases distinguished by LDA cor-
responds to number of classes used in the recognizer. Thus, seeing the problem as a classification
problem with unrelated classes, one can use (4.16) to calculate for each subphoneme class its own
drift vector. This assures that the value of Q4¢ is mimimized optimally.

However, the classes in speech recognition are related to each other, especially the subphoneme
classes of one phoneme. It may not be good to let these corresponding subphoneme classes drift away
from each other since there is the danger that subphoneme classes of different phonemes intermix,
which would disturb neighbourhood relationships.

Therefore it seems justified to assign the same drift vector to coresponding subphoneme classes.
Thus, three corresponding subphoneme classes would always stay close to each other and drifi away
together form other corresponding subphoneme classes which in turn stay together. Figure 5.3
illustrates this. This goal can be achieved by calculating the mean vectors of the centroids of the
corresponding subphoneme classes and using them for the calculation of drift vectors. This results
in 48 drift vectors for the phonemes plus one drift vector for the silence class and one for STOP,
yielding 50 drift vectors.

Another possibility worth a try is using only phoneme classes in the NLDA training (i.e., 50
centroids and 50 drift vectors) but subphoneme classes in the the recognition process.

In all experiments the NLDA was trained with € iterations over the 2830 sentence training set.
After the training, an additional LDA (always using 146 classes even in the case where the NLDA
was trained using 50 classes) was calculated in order to return the scatter matrices to diagonal
matrices. The data was scaled with the above described algorithm to range in the interval [0..1].
Since in all different approaches the magnitudes of the drift vectors equaled the magnitudes of the

YWhich does not mean that each single class covariance matrix is a unity matrix, see chapter 3.
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class centroids, the interval for the moving target parameter £ was restricted to [0..1]. Experiments
have been carried out with the values 0.0, 0.1, 0.2, 0.3, 0.4 and in some cases with 1.0. Since this
procedure results in a good number of experiments, the values for o and 5 have not been varied. In
all experiments v was 1. In almost all experiments the value 0.9 was chosen for e. This corresponds
mostly to the attempt to concentrate the classes around their means. The centroids and drift
vectors for the calculation of the backpropagation targets have been calculated in the beginning of
each training and have then been kept for the 6 training iterations.

With every trained NLDA representation the recognizer was trained with 6 iterations over the set
of training sentences. Here the parameter TRebfact again was varied, mostly using 5 or 6 different
values. Due to big number of experiments the test step was carried out in conjunction with the
cross validation set. In the test stage, the parameter ac was varied finer, using between 10 and 25
different values.

For each experiment the detailed results are given in Appendix D.

5.5.1 Experiments with NLDA Y = A7 f(X) Derived Features
Experiments with 146 Centroids and 146 Drift Vectors in Target Calculation

With this approach 5 experiments have been carried out. The value of 4 has been always 1, the
values for f# have been incremented by 0.1 for each experiment starting with 0. The value for o has
been always 0.9 except the experiment with § = 0.0, where o = 1.0. Thus, the first experiment with
the moving target parameter set (0.0, 1.0, 1) only concentrates the classes around their expected
vectors without moving them actually away from each other.
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Figure 5.4: Seperation quality measures (J14¢’s and Qgo’s dependence on the moving target param-

eter /7 on the transformed training set. It holds always v = 1 and o = 0.9 (except for # = 0 where
o =1.0).

I - - 3
Qms — : ; Qua
) t
2 e e — 24
1 ....... 1 =prrssaios i L S PO T et
] - 0 + +
0.0 0.1 0.2 03 , 04 0.0 0.1 02 03, 04

Figure 5.5: Seperation quality measure (J14¢’s dependence on the moving target parameter § on the
transformed test set (left) and cross validation set (right). Again it is always v = 1 and o = (.9
(except for # = 0 where o = 1.0).

Figure 5.4 shows the developement of the class seperability measures’ dependence on the param-
eter 4. Both the measure with respect to 146 classes and the measure with respect to 50 classes
decrease, as expected, with increasing value of #. However, even without moving targets (& = 0)
the values for Q146 and Q5o are significant smaller than in the LDA case (cp. section 5.4). This
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points out that most of the minimization of the seperability measures comes through concentrating
the classes, i.e., minimizing the within-class scatter.

To confirm that the transformation not only increases class seperability on the training set but
also on the test and cross validation sets, it has been measured on these sets respectively. Figure 5.5
shows the result. Here it is good to mention that due to the small number of samples in the cross
validation set, the values of Q14¢ for this set have to be considered with care. They may be only
poor approximations of the true values.

parameter word recognition | insertions | deletions | substitutions
] « | v || TRcbfact | ac performance
00101 12.0 14.0 || 82.4% (84.7%) 2.3% 3.9% 11.4%
01]08|1 20.0 16.0 || 81.5% (82.7%) 1.2% 4.6% 12.7%
021081 20.0 18.0 || 79.1% (81.1%) 2.7% 5.2% 13.0%
03091 20.0 18.0 | 77.4% (80.2%) 2.9% 4.8% 15.0%
04]09 |1 30.0 26.0 || 80.0% (83.2%) 3.2% 3.9% 12.8%

Table 5.2: Word recognition performance for the best values of T'Rcbfact and ac. The detailed
evaluation of the experiments can be found in Appendix D, Experiment 1.1 - Experiment 1.5.

Table 5.2 shows the best word recognition results achieved on the cross validation set and gives
the corresponding values for THebfact and ac, the deletions, the insertions, and the substitutions.
In Appendix D, Experiments 1.1 - Experiments 1.5, the dependency of the recognition performance
from the values of T'Rebfact and ac is shown in more detail.

Surprisingly, although the class seperability has improved strongly for all experiments the word
recognition performance has not. In all experiements the word accuracyis less than the value achieved
with LDA. It is nevertheless still higher than the word accuracy on the primary features, in most
cases significantly higher. The low performance is mostly due to an increment in the substitutions.
The reason for this behaviour may be the above mentioned disturbance of neighbourhood relations
when using one drift vector for each subphoneme class. But there are more reasons one could think
of. They will be discussed further down after the evaluation of the experiments with 146 centroids/50
drift vectors and 50 centroids/50 drift vectors.

Experiments with 146 Centroids and 50 Drift Vectors in Target Calculation

If the disturbance of the neigbourhood relations is really the reason (or one reason) for the bad
recognition performance, then using the approach of one drift vector for corresponding subpheneme
classes should bring an improvement in the recognition performance.

There have been only 4 experiments necessary since for the parameter set (0.0, 1.0, 1) the number
of drift vectors does not matter. (They are weighted by zero). Again the value of v is 1 in each
experiment and the value of o 1s 0.9.
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Figure 5.6: Seperation quality measures ;4¢'s and (QJ50's dependence on the moving target param-
eter 5 on the transformed training set. It was always v = 1 and « = 0.9 (except for # = 0 where
a = 1.0).

Figure 5.6 again shows the developement of the seperability measure Q14¢’s and Qs¢’s dependence
on the parameter §. The evolution of (146 is as good as it was in the case of 146 drift vectors although
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Figure 5.7: Sepereation quality measure (Q14¢’'s dependence on the moving target parameter 7 on the
transformed test set (left) and cross validation set (right). Again it was always y =1 and o = 0.0
(except for § = 0 where o = 1.0).

only 50 drift vectors have been applied here. However the value of Q5 has decreased much more than
is has in the case of the 146 drift vectors. This was to be expected since corresponding subphoneme
classes keep close to each other and drift apart from other subphoneme classes. Figure 5.7 shows
()14¢’s dependence on f for the test and cross validation sets.

parameter word recognition | insertions | deletions | substitutions
B =3 o THebfact | ac performance
0.0 | 1.0 | 1 12.0 14.0 || 82.4% (84.7%) 2.3% 3.9% 11.4%
01091 20.0 26.0 83.4% (85.4%) 2.0% 3.9% 10.7%
0208 |1 40.0 36.0 || 8L.5% (84.0%) 2.5% 3.2% 12.8%
0308 |1 10.0 32.0 79.0% (81.8%) 2.9% 3.9% 14.3%
04 |08 |1 40.0 26.0 79.3% (81.5%) 2.1% 4.5% 14.1%

Table 5.3: Word recognition performance for the best values of T'Rebfact and ac. The detailed
evaluation of the experiments can be found in Appendix D, Experiment 3.1 - Experiment 3.4.

The recognition performance on the NLDA representations trained in this way is displayed in
table 5.3. The results are better when compared with the experiments with 146 drift vectors. The
substitutions, as an average, have slightly decreased. This indicates that the disturbance of the
neighbourhood relations was indeed a reason for the bad word recognition performance. However,
since the word recognition performance is still worse than with LDA feature vectors, it is obviously
not the only one.

Before discussing other possible reasons for the fact that the NLDA representation cannot, in
terms of recognition performance, hold what it promised in terms of class seperability, the description
of the experiments with 50 centroids and 50 drift vectors is given.

Experiments with 50 Centroids and 50 Drift Vectors in Target Calculation

Again 5 experiments have been carried out with this approach. The parameter o has been always
set equal to 1, @ has been equal to 0.0 except for 2 = 0.0 were it was 1.0.
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Figure 5.8: Seperation quality measures Q146’s and @so’s dependence on the moving target param-
eter 3 on the transformed training set. It was always v = 1 and o = 0.9 (except for # = 0 where
a = 1.0).
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Figure 5.9: Sepereatiop quality measure Q14¢’s dependence on the moving target parameter 7 on the
transformed test set (left) and cross validation set (right). Again it was always v =1 and @ = 0.9
(except for # = 0 where o = 1.0).

In figure 5.8 the seperability measures Q;46’s and Qs0's dependence on the parameter 3 are
displayed. The values for (D145 were in all experiments higher than the values in the experiments
with 146 centroids and the same parameters. This is not a surprising fact since this approach merges
corresponding subphoneme classes together. Figure 5.9 shows Q46 on the test and cross validation
sets.

parameter word recognition | insertions | deletions | substitutions
B o | v || TRebfact | ac performance
00]1.0]1 20.0 38.0 || 78.1% (80.9%) 2.9% 3.6% 15.5%
01091 20.0 36.0 || 81.3% (84.1%) 2.9% 3.9% 11.9%
02091 20.0 30.0 || 79.3% (82.5%) 3.2% 4.5% 13.0%
0.3 091 30.0 20.0 || 81.1% (82.5%) 1.4% 5.9% 11.6%
04091 10.0 18.0 | 79.0% (80.7%) 1.8% 5.7% 13.5%

Table 5.4: Word recognition performance for the best values of TRebfact and ac. The detailed
evaluation of the experiments can be found in Appendix D, Experiment 2.1 - Experiment 2.5.

The recognition performance achieved with the representations based on this experiments can be
found in table 5.4. It is not as good as in the experiments with 146 centroids. That is explainable by
the fact that during the training with 50 centroids, corresponding subphoneme classes are merged.
Thus, classes distinguished by the recognizer are put together which decreases the recognition per-
formance. Still, the word accuracy in all experiments is significantly higher than on the primary
features.

FPossible Reasons why It Does not Work

In none of the NLDA experiments done up to now an improvement in the word recognition per-
formance compared with LDA could be achieved. This seems surprising since the class seperability
could be improved significantly in all experiments. Why is this? It has been already pointed out
that the optimization of the seperability measure (3.5) does not take into account the classifier which
has to use the features derived by optimization of this eriterion.

The recognizer used here is able to classify between classes with multimodal distributions. More-
over, it preassumes that the features have multimodal distributions within the classes. This preas-
sumption is surely fulfilled for the primary vectors and therefore, since LDA is a linear operation,
also for the feature vectors derived by LDA. However, in the NLDA case, since one trains the net-
work to move the members of a class close to their centroid, this preassumption may not be fulfilled.
Since there have been some strong simplifications made for the recognizer (cp. section 5.2, especially
the assumption that the continuous distributions over the codebook vectors are normal distributions
with unity covariance matrix) this may result in the following problem: How well the classifier works
depends on the possibility to model the distributions within the classes with unimodal distributions
having unity covariance matrices over the codebook vectors. The recognition performance indicates
that this seems to work well for the primary features and therefore also for LDA derived features. For
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a NLDA representation however, the classes are highly concentrated around their expected vectors.
Thus, most of the codebook vectors are very close to each other and the assumption of unimodal
normal distributions with unity covariance matrix may model the real distribution poorly. Thus, the
consideration of the real covaraince matrices over the codebook vectors could improve the recogni-
tion performance. However, to change this is beyond the scope of this thesis (but it is being worked
on). Another way to handle this is to make a multimodal approach to NLDA as will be shown later.

Another possible reason is a more systematic one. In speech recognition we try to classify
utterances produced by humans. But humans do make mistakes in their production of speech.
There are more than two very similar sounding phoneme classes. Since similar sounding phoneme
classes are also very close and partially overlaped in the primary feature space (this 1s due to the
similarities between Fourier Transformation and the transformation done by the human auditory
system) it is justified to assume that the human producer of speech also confuses acoustically close
phoneme classes. Assuming this, a NLDA representation would move such a feature vector, intended
to belong to one phoneme class but uttered as would belong to another, away form the class which
it should belong in. In a LDA representation, however, it would stay close to the class it should
belong in. This behaviour would trigger a sure misclassification in the NLDA case while the intended
class assignment could possibly be restored in the LDA case. An indication of this argument is the
increased rate of word substitutions in the NLDA experiments (compared to the LDA experiment).

Last but not least the goal of speech recognition is to achieve, as well as possible, a recognition
performance on the word or even sentence level. But this is not what NLDA optimizes. The
assumption of a correlation between the seperability of the subphoneme classes and the word accuracy
may simply not be true or may be connected with some boundary conditions our appoaches to NLDA
do not consider.

However, it is still to be seen how the second approach to NLDA works in terms of recognition
performance.

5.5.2 Experiments with NLDA Y = A7X + f(X) Derived Features

This approach to NLDA, corresponding to equation (4.12), has an additional parameter than the
approach just discussed, namely, the number of nonlinear units in the hidden layer. This is a very
important parameter since with the number of hidden units increases the potential abillity of the
neural net to learn the transformation. However, too large a number of hidden units may also result
in bad performance. Therefore this parameter is, in any case, worth experimenting with. Sinee this
increases the number of necessary experiments considerably, we have done experiments only with
the combination of 146 centroids and 50 drift vectors in the target caleulation. This is becaunse
this approach worked best in terms of recognition performance in the case of NLDA (4.10) and also
makes the most sense from an acoustic standpoint (since it considers the affinity of subphoneme
classes).
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Figure 5.10: Seperation quality measures (J14¢’s and Qso’s dependence on the moving target param-
eter S on the transformed training set. It was always v = 1 and o = 0.9 (except for § = 0 where
a = 1.0).

Experiments have been carried out with 5, 10, 20 and 30 hidden units. The moving target

parameter sets are the same as used in the experiments with NLDA (4.10). Additional experiments
with the set (1.0, 0.9, 1) have been made in order to explore the behaviour for the case where
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Figure 5.11: Sepereation quality measure Q14¢°s dependence on the moving target parameter 4 on
the transformed test set (left) and cross validation set (right). Again it was alwaysy = 1 and o = 0.9
(except for B = 0 where a = 1.0).

the order of magnitude of the drift vectors and the centroids is the same. Figure 5.10 shows the
evolution of the values for the seperability measures Q;46 and Qs as a function of the moving
target parameter 3. Here, in contrast to the experiments with the NLDA approach (4.10) (where
the seperability measures have decreased continuously with increasing of g), a strong dependency
of these values from £ can not be discovered. However, both, Q145 and Qs are decreasing with
the increasing of the number of hidden units. Still, even with 30 hidden units, the values of Q46
and Q5o are a good deal higher than with the NLDA (4.10) (but, on the other hand, significantly
lower than the values for the LDA case). Since the drift vectors have the same order of magnitude
for both approaches, one concludes that this approach does not concentrate the classes as well as
approach (4.10).

hidden parameter word recognition | insertions | deletions | substitutions
units A o | v || TRcbfact ac performance

5 0.0 101 15.0 | 8.0 | 84.1% (85.9%) 1.8% 4.5% 9.6%
0.1 08 |1 15.0 | 10.0 || 84.8% (87.3%) 2.5% 4.1% 8.6%
0.2 | 09 |1 15.0 | 8.0 || 85.0% (87.0%) 2.0% 4.3% 8.7%
03|09 1 10.0 | 8.0 || 85.6% (87.3%) 1.8% 4.3% 8.4%
0.4 | 0.9 |1 20.0 | 10.0 || 84.8% (87.2%) 2.3% 3.6% 9.3%
1.0 | 0.9 | 1 10.0 | 8.0 | B4.5% (86.8%) 2.3% 1.3% 8.9%

10 00 [ 1071 25.0 [ 10.0 [ 84.5% (85.7%) 1.2% 4.3% 10.0%
01091 10.0 | 12.0 || 85.0% (87.7%) 2.7% 3.6% 8.7%
0.2 (09 |1 10.0 | 8.0 | 84.1% (86.5%) 2.3% 3.9% 9.6%
03|09 |1 5.0 | 10.0 | 85.2% (87.0%) 1.8% 3.9% 9.1%
041091 2.0 | 14.0 85.6% (88.2%) 2.7% 3.0% 8.7%
1.0 |08 |1 15.0 | 10.0 83.6% (85.2%) 1.6% 4.8% 10.0%

20 001071 50 | 16.0 || 26.1% (88.1%) 2.0% 3.7% 8.0%
0.1 091 20.0 | 12.0 || 84.5% (B6.5%) 2.0% 4.3% 9.3%
02081 10.0 | 14.0 || 84.0% (B3.9%) 2.0% 4.8% 8.3%
03091 15.0 | 18.0 | 86.3% (88.4%) 3.1% 3.9% 7.7%
04|09 |1 30.0 | 20.0 || 85.0% (88.2%) 3.2% 2.9% 8.9%

| 1.0 | 6.9 | 1 10.0 | 16.0 || 82.4% (83.8%) 1.4% 5.7% 10.5% |

30 00101 20.0 | 12.0 || 84.8% (87.0%) 2.1% 4.3% 8.75% ‘
01091 5.0 | 14.0 || 82.7% (83.8%) 1.1% 5.0% 11.2%
02091 10.0 | 12.0 || 84.3% (85.0%) 0.7% 4.8% 11.2%
0.2 |08 |1 10.0 | 22.0 || 81.1% (83.2%) 2.1% 4.3% 12.5%
04 |09 |1 15.0 | 20.0 || 83.6% (85.4%) 1.8% 3.4% 11.2%
1.0 | 08 [ 1 5.0 | 22.0 || 80.9% (84.3%) l 3.4% 3.6% 12.1%

Table 5.5: Word recognition performance for the best values of TRcbfact and ac. The detailed
evaluation of the experiments can be found in Appendix D, Experiment 4.1 - Experiment 7.6.

Table 5.5 shows the word recognition performance, insertions, deletions, and substitutions for
the best values for TRebfact and ac. Again, the detailed evaluation can be found in appendix
D, Experiment 4.1 - Experiment 7.6. Obviously, this approach works much better in terms of



recognition performance. Most experiments at least reach the brenchmark set by LDA. The best
experiment is in word recognition performance almost 2% better than LDA. That corresponds to a
relative improvement of 11.6% in the word error rate. It is to mention, that especially the number
of insertions has decreased (compared with LDA).

This results can be seen as vet another indication of the correctness of one of the above men-
tioned reasons for the rather disappointing results of NLDA approach (4.10) in terms of recognition
performance. Since the classes are not as highly concentrated in approach (4.12), their distributions
are better modeled by the unimodal normal distributions with unity covariance matrix over the
codebook vectors than with approach (4.10). This leads to the question whether there is anything
one could do to modify the NLDA in a way that solves this problem. One possibility may be to
preserve the multimodality of the class distributions as described in the next section.

5.6 A Multimodal Approach to NLDA

The NLDA approaches that have been discussed here have one important feature: Due to the training
algorithm the samples of a class are moved closer to their centroid. As a result of this, multimodal
class distributions are possibly converted into unimodal distributions (or at least the tendency goes
in this direction). The right hand side of figure 5.12 demonstrates this. As pointed out, this may
result in problems for the following recognizer.

dal fhormnal desrib i deled by
ummedal normal dtibubonm

il imodal NLDA appeosch proscrves imedal NL-DA spy ' the
the partial dismbutions i inloa
e disiribution

Figure 5.12: A multimodal approach to NLDA would have to preserve the partial distributions.

The concept of the moving target should inelude the possibility of preserving multimodal dis-
tributions by choosing a srall value for the parameter a. However, experiments showed that this
does not help (Appendix D, Experiment 8.2 and £.3). The problem here lies in the big number of
targets (each sample has its own distinct target!) which become more and more scattered with the
decreasing of the parameter a. Thus, the network has problems to learn a moderate transformation.

The question is now whether there is another possibility to preserve the multimodality of the class
distributions. This can be done in the following way: First one models the multimodal distribution
with unimodal partial distributions. Then, instead of taking the expected vector (i.e., the class
centroid) as target for the training, one takes the expected vectors of the partial distributions as
targets and moves the samples belonging to a partial distribution to its expected vector. Thus,
the partial distributions are concentrated but the multimodal character of the class distribution is
preserved. The left hand side of figure 5.12 displays this.
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Unfortunately neither the partial distributions nor their expected vectors are known. Thus they
have to be modeled somehow. One way to do this is to estimate the expected vectors by a vector
quantization and assign the samples to the codebook vector with the smallest euclidean distance.
This is only a simple method but should work well enough for first experiments. Of course, this
method can be combined with the idea of the moving targets. This results in the following modified
NLDA algorithm:

1. Choose a neural network corresponding to the different types of NLDA (4.10) or (4.12).

2. Choose the number of input units of the network to be n and the number of output units to
be m.

3. If the NLDA approach is (4.12), choose the number of hidden units.
4. Choose a parameter triple (8, a,¥).

Initialize the network to achieve an initial LDA state.

cn

6. Pass all training data through the network and calculate the class centroids in the output
space, the scatter matrices in the output space and the criterion (3.5).

. If there is no significant change in the value of (3.5) compared to the previous iteration or if
this is the k-th iteration go to step 11.

&. If the number of iterations modulo [ is zero:

(a) Do a vector quantization in the output space for each class.

(b) Calculate the drift vectors for each class by using (4.16) using the class centroids (not the
codebook vectors!).

9. For each sample:

(a) Find the codebook vector closest to the sample (out of the codebook vectors for this
class).

(b) Calculate target for error backpropagation using (4.17) and the closest codebook vector
instead of the centroid.

(c) Perform error backpropagation using mean squared error as error measure.

(d) Update the network weights.
10. Go to step 6.

11. Calculate an additional LDA without dimension reduction on the output data to return the
scatter matrices in diagonal matrices (this step can be skipped if diagonal matrices are not
needed).

12. STOP.

Again the parameter [ stands for the update rate of the codebooks and centroids and k for the
maximum number of iterations.

With this approach some experiments have again been carried out. Again the training was made
over € iterations. The drift vectors and codebook vectors have been calculated in the beginning
and kept for all iterations. For the vector gquantization, the routines of the recognizer were used
(k-nearest neighbour). For each phoneme class, 50 codebook vectors have been calculated. Thus,
the number of ‘centroids’ in the target calculation is 2451. Since the codebook vectors belonging
to one phoneme class should stay together and move away from codebook vectors of another class,
they have the same drift vector. This gives again 50 drift vectors.
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Figure 5.13: Seperation quality measures QJ14¢'s and Qsp’s dependence on the moving target param-
eter # on the transformed training set. It was always v = 1 and o = 0.9 (except for f = 0 where
a=1.0).
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Figure 5.14: Sepereation quality measure (146’s dependence on the moving target parameter ( on
the transformed test set (left) and cross validation set (right). Again it was alwaysy =land e = 0.9
(except for f = 0 where o = 1.0).

5.6.1 Experiments with Multimodal NLDA Y = AT f(X)

Again the experiments are here reviewed only in a summary. Detailed information for each experi-
ment can be found in appendix D, Experiment 9.1 - Experiment 9.5,

Figure 5.13 shows the seperability measure Qy4¢ and Q5o on the trainings set as functions of
the parameter f. The values for both measures are not as small as for the corresponding unimodal
experiments. This is not surprising since, due to the training with the codebook vectors in the target
calculation, the classes do not become as concentrated as in the unimodal approach. Figure 5.14
shows (J145 on the test and cross reference sets.

parameter word recognition | insertions | deletions | substitutions
Ji] a | TRebfact ac performance
00101 5.0 | 18.0 83.6% (86.1%) 2.5% 3.9% 10.0%
01|08 |1 10.0 | 12.0 || 84.5% (87.3%) 2.9% 3.2% 9.4%
0210891 20.0 | 12.0 82.2% (84.5%) 2.3% 4.3% 11.2%
030891 15.0 | 36.0 | 81.6% (85.6%) 3.9% 2.9% 11.6%
04 |09 |1 30.0 | 18.0 || 80.6% (82.9%) 2.3% 4.1% 13.7%

Table 5.6: Word recognition performance for the best values of T'Hebfact and ac. The detailed
evaluation of the experiments can be found in Appendix D, Experiment 9.1 - Experiment 9.5.

Table 5.6 gives again the best recognition performance, insertions, deletions, and substitutions
for each experiment with the corresponding parameters. The recognition performance improved in
comparison to the unimodal approach (table 5.3). However, the best experiment is only as good
as LDA. Again, especially the insertion rate decreased compared with the LDA experiment. The
substitution rate is always higher than in the LDA case.

The problem this time lies again (probably) in the teamwork of feature extraction and recognizer.
Although we now have concentrations around distinct codebook vectors the distributions over the
codebook vectors are probably not normal with unity covaraince matrix as assumed by the recog-
nizer. Here again only a change in the recognizer (consideration of the covariance matrices over the
codebook vectors) can bring further improvement.

e
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5.6.2 Experiments with Multimodal NLDA Y = ATX + f(X)

Experiments with the multimodal approach have also been carried out with the other NLDA ap-
proach, (4.12). This time 10, 20 and 30 hidden units were used. More information about those
experiments can be found in appendix D, Experiment 10.1 - Experiment 12.6.
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Figure 5.15: Seperation quality measures Q4¢’s and (Jso’s dependence on the moving target param-
eter § on the transformed training set. It was always v = 1 and o = 0.9 (except for 8 = 0 where

o= 1.0).
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Figure 5.16: Sepereation quality measure Q14¢'s dependence on the moving target parameter § on
the transformed test set (left) and cross validation set (right). Again it was alwaysy = 1 and a = 0.9
(except for § = 0 where a = 1.0).

mumber of parameter word recognition | insertions | deletions | substitutions |
hidden units A a | % || THebfact ac performance
10 0.0 101 100 | 80 [ 85.9% (88.1%) 2.1% 3.0% 8.9%
0108 (1 2.0 | 80| 84.7% (87.9%) 3.2% 3.0% 9.1%
02091 20.0 | 8.0 | 83.6% (87.3%) 37% 3.2% 9.4%
0309 (1 20.0 | 6.0 || 85.6% (87.7%) 2.1% 2.9% 9.4%
04|08 |1 50 | 80| 85.0% (87.9%) 2.9% 3.2% 8.9%
1.0 (098 |1 15.0 8.0 85.0% (87.2%) 2.1% 3.9% 8.9%
20 00| 1011 50| 80 3.8% (86.8%) 3.0% 3.0% 10.2%
01091 20.0 | 6.0 || 83.2% (85.6%) 2.3% 4.3% 10.2%
02091 15.0 | 6.0 || 84.8% (87.3%) 2.5% 3.4% 9.3%
03091 10.0 | 8.0 || 83.4% (87.3%) 3.9% 3.2% 9.4%
04|08 |1 20.0 | 8.0 | 83.1% (85.0%) 2.0% 4.3% 10.7%
1.0 | 09 |1 10.0 | 12.0 84.0% (85.2%) 1.2% 3.0% 11.8%
30 0.0 1.0 1 7.6 | 6.0 84.0% (86.1%) 2.1% 3.6% 10.3%
0109 |1 20,0 | 8.0 | 84.3% (87.3%) 3.0% 3.0% 9.6%
02|09 |1 15.0 | 6.0 || 84.7% (86.6%) 2.0% 4.3% 9.1%
03|09 |1 50| 6.0 | 84.0% (85.7%) 1.8% 3.9% 10.3%
04|09 |1 5.0 | 8.0 | 85.4% (88.4%) 2.1% 3.0% 9.4%
1.0 | 0.9 | 1 20.0 | 14.0 || 83.2% (85.2%) 2.0% 4.1% 10.7%

Table 5.7: Word recognition performance for the best values of TRcbfact and ac.
evaluation of the experiments can be found in Appendix D, Experiment 10.1 - Experiment 12.6.

The detailed

Figures 5.15 and 5.16 show the seperation quality measures Q14¢ on the training set and Q4
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on the test and cross validation sets. Again, the values are decreased if the number of hidden units
is increased.

Table 5.7 shows the best recognition performances, insertions, deletions, and substitutions for
each experiment together with the corresponding parameter set. Again, this NLDA approach works
better than the other, although this time the recognition performance could not be improved in
comparison to the unimodal approach. The reason for this is the mentioned above. However, again
this approach leads to a better recognition performance than LDA, the relative improvement in the
word error rate is 9% for the best experiment.

5.7 Summary
At this stage a brief summary of all the experiments done should be made. Out of all the experiments

made, the best one for each approach has been taken to represent that approach. The results with
all corresponding parameters are in the following table:

feature parameter word
extraction hidden | centroids drift a o | v | THebfaet | ac recognition
algorithm units | in training | vectors performance
MSC + Delta - - - - - - 1.0 1.0 || 75.2% (76.8%)
LDA B 146 P - e 8.0 7.0 || 84.5% (87.5%)
NLDA 32 146 50 010911 20.0 26.0 || 83.4% (85.4%)
Y = AT £(X)

NLDA 20 146 50 03091 15.0 18.0 || 86.3% (88.4%)
Y = ATX + f(X)

NLDA 32 2451 50 010891 10.0 12.0 || 84.5% (87.3%)
Y = ATf(X)

multimodal

approach

NLDA 10 2451 50 0011011 10.0 8.0 | B5.9% (88.1%)
Y = ATX + f(X)

multimodal

approach

With this parameter sets, achieved on the cross validation set, there will be carried out the
experiments on the official 390 sentences test set (chapter 7).

However, the recognition results achieved with NLDA features are a little disappointing compared
to the ability of NLDA to optimize the class seperability. Possible reasons why the approaches to
NLDA, although working well in the optimization of the seperation quality measure, do not work as
well in terms of recognition performance have been discussed.

At this stage NLDA seems still to be too immature to be applied in the front end of a recog-
nizer. There are some things that could be done tc improve the suitability of NLDA as a feature

representation in general and especially for speech recognition. Those ideas are discussed in chapter
8.
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Chapter 6

Experiments with Context
Dependent Phoneme Models

The experiments described in the previous chapter have been carried out in an enviroment which
uses monophones as acoustic models, i.e, the recognizer distinguishes between the subphonems of
48 phoneme classes. Here the phoneme classes are isolated: the neighbours of the actual phoneme
are not considered. Therefore this approach is called context independent.

On the other hand there is the context dependent approach. This approach considers the actual
neibhbours (left and right) of a phoneme in a word. Thus, the acoustic models are triphones. This
approach is justified by the assumption that much of the information in speech lies in the transitions
between two subsequent phonemes. Thus it makes sense to preserve this information in the class
structure instead of discarding it by merging the triphones together into a monophone. Of course,
this procedure results in a considerable increment of classes.

In the context dependent environment here, we use the recognizer deseribed in chapter 5. The
number of distinguished triphones here is 2374. Additionally there is again a silence class and a
STOP. Each triphone is again split into 3 sub(tri)phones. Thus, the number of different classes
is 7124. Fortunately, due to the concept of semicontinous HMM’s, all triphones belonging to the
same monophone class share the same codebook vectors. Thus, the computational effort remains
manageable although there are now 7124 distributions over the codebook instead of 146 in the context
independent case. Training and testing take only slightly longer than in the context independent
case.

Again, first an experiment on the primary features has been carried out. Then an experiment with
LDA derived features was done. Finally again several experiments with different NLDA approaches
have been carried out. Here only the unimodal approaches were investigated. That was partly due
to time reasons but also because of the much finer class structure. This gives a unimodal approach
much more justification than it had had in the monophone environment.

The recognizer was trained in every experiment with 6 iterations over the trainings set. In
the test stage the cross validation set was always used. For the best parameter sets on the cross
validation set, experiments on the official trainings set are described in chapter 7.

6.1 Experiment on the Primary Features

On the primary features, the values for TRebfact and ac have both been 1.0. The word recognition
performance, insertions, deletions and substitutions on the cross validation set are

correct insertions | deletions | substitutions
86.8% (89.3%) 2.5% 2.7% 8.0%

(The value in brackets in the correct column is the correct word rate). This result is not only
much better than the one achieved with monophones and primary features but also better than the



word recognition performances with both LDA and NLDA derived features and monophone acoustic
models.

6.2 Experiment with LDA Derived Features

The LDA was calculated using the 7124 subtriphone classes. Again the dimension was reduced from
original 32 to 16. The seperation quality measure under consideration of those 7124 classes after the

transformation is
Q7124 = 3.017

on the training set and
Qri24 = 1.817

on the iest set. That the value for the test set is so much smaller than for the training set is due
to the finer class structure. Because of this, there are many triphone classes without representative
in the test set. This is still worse for the case of the cross validation set. Therefore, the measure’s
value on the cross validation set is not given here.
Under consideration of the 146 submonophone classes only the value for the class seperability
measure on the training set is
Q146 = 7.734.

Thus, Q14¢ is in the same order of magnitude as in the LDA carried out using monophone acoustic
modeling. If one considers only the monophone classes, the value of the seperability measure on the
training set is

Qs0 = 16.1534.

"The best word recognition performance using the LDA derived features was:

correct insertions | deletions | substitutions
90.9% (93.8%) | 2.9% 1.1% 5.2%

Here the value for THebfact was 4.0, for ac it was 8.0. The table also shows insertions, deletions,
and substitutions. Again, there is a strong improvement compared to the monophon experiments
(due to the finer class structure) but also compared to the experiments with the primary features
and the triphone acoustic models. Reason for this improvement are again the scaling abilities of
LDA and its ability to integrate melscale and delta-melscale representation into a homogeneous
feature space. A detailed evaluation of the LDA experiment can be found in appendix E, section
Experiment with LDA Feature Vectors.

6.3 Experiments with NLDA Derived Features

For the experiments with NLDA derived features, again the two approaches (4.10) and (4.12) were
employed. In each experiment, the NLDA network was trained with € iterations over the training set.
Experiments have been carried out with the values 0.0,0.1,0.2, 0.3, (.4, and 1.0 for the parameter
£. The parameter o was always 0.9 except for the case that £ = 0.0 where o = 1.0. This case
corresponds to a concentration of the feature clouds around their expected vectors without applying
the concept of moving targets. In all experiments, the parameter 4 was 1.0. The learning rate for
the error backpropagation was 0.008 and the backpropagation momentum was 0.9,

Since the classes discriminated by the recognizer are the subtriphone classes, the different ap-
proaches for the drift vector calculation introduced in chapter 5 are applicable: each subtriphone
has its own distinct drift vector (7124 drift vectors), the subtriphones corresponding to a triphone
share one drift vector (2376 drift vectors), or the subtriphones corresponding to a monophone share
the same drift vector. Due to time reasons not every concept could be applied. Since in the context
independent experiments the concept of shared drift vectors worked best, it will be applied here,
too.
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The recognizer was trained with the NLDA features, again using different values for the parameter
TRcbfact. In the testing the cross validation set was used and the parameter ac was varied. For
each experiment there is a detailed evaluation in appendix E.

6.3.1 Experiments with NLDA Y = A7 f(X) Derived Features

The experiments described first in this section have been carried out with 7124 centroids and 2376
drift vectors in the target calculation. Thus, the subtriphone classes are concentrated around their
expected vectors and the three subtriphones which belong to a triphone are together moved away
from the other subtriphones. In the second part of this section the experiments with 7124 centroids
and 50 drift vectors in the target calculation are evaluated. In this approach the subtriphone classes
are also concentrated around their expected vectors but all subtriphone classes belonging to the
same monophone class stay close together while moving away from the other subtriphone classes.

Experiments with 7124 Centroids and 2376 Drift Vectors in the Target Calculation

Figure 6.1 shows the developement of the class seperability measure Q7124 as a funciion of the
moving target parameter § on both the training set and the test set. As in the monophone case,
the values for the NLDA features are strongly minimized compared with the values for the LDA
features, thus pointing out a better class seperability. Figure 6.2 shows Q,4¢’s and (so’s dependence
on the parameter . The values for these measures are also smaller than the values for the LDA
derived features.

QTIJ*

0.5 freeeast

a4 . H R (e 0|
o 0.2 0.4 0.6 0.8 i 1

Figure 6.1: Seperation quality measure (J7;24’s dependence on the moving target parameter £ on
the training set (left) and test set (right). It holds always v = 1 and & = 0.9 (except for f = 0
where & = 1.0).

Figure 6.2: Seperation quality measures Q14¢’s and Qso’s dependence on the moving target pa-
rameter f on the training set. Again it is always ¥ = 1 and a = 0.9 (except for # = 0 where
o= 10)

Table 6.1 shows the best word recognition performance, insertions, deletions and substitutions
for each experiment together with the corresponding parameters. As in the monophone case, there is
no improvement in word recognition performance compared with LDA with this approach. However,
the LDA performance is reached. As reasons {or the discrepancy between the improvement in the
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parameter word recognition | insertions | deletions | substitutions

A a | v || THebfact ac performance

00101 7.5 | 6.0 90.2% (92.2%) 2.0% 2.1% 5.7%
0108 |1 2.0 | 80 | 90.98% (92.3%) 1.4% 1.6% 6.1%
0.2 091 15.0 | 80 | 90.6% (92.3%) 1.8% 2.1% 5.5%
0.3 0891 10.0 | 10.0 | 89.5% (92.2%) 2.7% 2.0% 5.9%
04 (091 7.5 | 12.0 89.5% (92.2%) 2.7% 1.8% 6.1%
1.0 {09 |1 10.0 | 12.0 || 89.5% (92.2%) 2.7% 1.6% 6.2%

Table 6.1: Word recognition performance for the best values of TRcbfact and ac.

seperation quality measure and the nonimprovement in word recognition performance, the in chapter
5 mentioned arguments can be assumed.
Detailed evaluation of the experiments can be found in appendix E, experiments CD.1.1- CD.1.6.

Experiments with 7124 Centroids and 50 Drift Vectors in the Target Calculation

Figure 6.3 shows the dependence of Q7124 fro the training set and test set in the case of 50 drift vec-
tors. Again the values are much smaller than the values for the LDA derived features, corresponding
to a better class seperability in all NLDA experiments. However, for # = 1.0 the value is increasing
stronlgy (although it is still a good deal below the value in the LDA case). That might be because
the order of magnitude of the weighted drift vectors and the class centroids is the same. Thus, the
targets for the training come to lay far away and the network might not be able to perform as well.

0.3 R T T

Q?Hi et

Figure 6.3: Seperation quality measure QJ+124’s dependence on the moving target parameter 4 on
the training set (left) and test set (right). It holds always v = 1 and o = 0.9 (except for f = 0
where o = 1.0).
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Figure 6.4: Seperation quality measures Q14¢’s and Qgo’s dependence on the moving target pa-
rameter § on the training set. Again it is always 7y = 1 and @ = 0.9 (except for # = 0 where
a = 1.0).

In figure 6.4, the developement of the seperation quality measures Q146 and Qso are shown as
functions of the parameter 8. Due to the consideration of the relationships between the subtriphone
classes, the values of these measures are smaller than in the experiments with 2376 drift vectors.
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parameter word recognition | insertions | deletions | substitutions

[} a | v || THecbfact ac performance

0.0 ] 1.0 1 20| 60 | 90.6% (92.2%) 1.6% 1.4% 6.4% |
0109 |1 10.0 | 6.0 91.1% (92.7%) 1.6% 2.1% 5.2%

0.2 09 |1 5.0 | B.O || 90.7% (92.2%) 1.5% 2.1% 5.7%
03|09 |1 20.0 | 8.0 89.7% (91.8%) 2.1% 2.5% 5.7%
0409 |1 20.0 | 10.0 89.5% (92.2%) 2.9% 2.1% 5.5%

1.0 109 |1 15.0 | 18.8 86.6% (89.1%) 2.5% 2.3% 8.6%

Table 6.2: Word recognition performance for the best values of T'Rebfact and ac.

The best word recognition performance, insertions, deletions and substitutions for each experi-
ments together with the corresponding parameters are shown in table 6.2. With this approach, there
1s a slight improvement in word recognition performance with the moving target parameter set (0.1,
0.9, 1). However, this improvement is only 0.2% (or 2.2% relative improvement in the word error
rate).

A detailed review of the experiments can be found in appendix E, experiments CD.2.1 - CD.2.6.

6.3.2 Experiments with NLDA Y = ATX + f(X) Derived Features

With this approach, there is again the number of hidden units as additional parameter. To keep
the number of experiments managable, only experiments with 2376 drift vectors and 5, 10, and 20
hidden units were done.

—F § Mdden urits
g |00 hidden units
| = 20 hiddan units

2y e g

5 hidden untee |
7| m—— 10 hidden uAns |-
T 2} hidden units |-

1 i |
0.6 0.8 B 1

0.8 1

Figure 6.5: Seperation quality measure Q7124’s dependence on the moving target parameter f on
the training set (left) and test set (right). It holds always 4 = 1 and a = 0.9 (except for § = 0
where @ = 1.0).
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Figure 6.6: Seperation quality measures Q14¢’'s and Qso’s dependence on the moving target pa-
rameter S on the training set. Again it is always v = 1 and @ = (.0 (except for # = (0 where
= 1.0).

Figure 6.5 shows the evolution of the seperability measure Q724 as function of the moving target
parameter § on both the training set and the test set. As in the monophone case, there is not a
strong dependence of {7124 from 4. However, as in the monophone case, (724 decreases with the
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number of hidden units in the network. In all experiments, the values lor (J7104 are below the value

in the LDA case.

Figure 6.6 shows ()14¢ and Qg as functions of # on training set. The values for these measure
are also below the values in the LDA case.

number of parameter word recognition | insertions | deletions | substitutions
hidden units A a ¥ TRebfoct ac performance
5 0.0 10|11 2.0 4.0 89.8% (91.8%) 2.0% 1.6% 6.6%
011091 7.5 | 6.0 | 90.0% (92.3%) 2.3% 2.3% 5.3%
02091 10.0 | 8.0 | 90.2% (92.5%) 2.3% 1.2% 6.2%
03091 15.0 | 6.0 | 91.3% (93.6%) 2.3% 1.8% 4,6%
0409 |1 2.0 6.0 89.8% (92.2%) 2.3% 1.6% 6.2%
1.0 | 08 |1 2.0 | 10.0 90.7% (93.4%) 2.7% 1.1% 5.5%
10 0.0 101 20.0 4.0 90.2% (91.8%) 1.6% 2.1% 6.1%
0.1 108 |1 10.0 8.0 89,7% (92.5%) 2.9% 1.8% 5.7%
0.2 |08 |1 150 | 80| 91.1% (93.6%) 2.5% 1.4% 5.0%
03|08 |1 75| BO| 9L1I% (92.7%) 1.6% 2.1% 5.2%
04|08 |1 5.0 | 10.0 89.5% (91.6%) 2% 1.8% 6.6%
1.0 [ 08 |1 20| 60 90.2% (92.9%) 2.7% 1.8% 5.3%
20 0.0 101 20 40| 89.3% (91.4%) 2.1% 2.1% 6.4%
01091 2.0 | 4.0 | 90.4% (92.2%) 2.5% 1.6% 5.5%
0.2 09 |1 200 | 8.0 89.8% (92.2%) 2.4% 2.0% 5.9%
03091 20.0 | 8.0 91.1% (93.0%) 1.9% 1.8% 5.2%
04| 091 20.0 | 4.0 90.4% (91.6%) 1.2% 2.7% 5.7%
1.0 ] 091 20| 60| 89.5% (91.4%) 2.0% 2.3% 6.2%

Table 6.3:

Word recognition performance for the best values of THebfact and ac.

Table 6.3 shows the best word recognition performance, insertions, deletions and substitutions
for all experiments. Again, for the best experiment the word recognition performance is only slightly
better than with LDA derived features. The improvement in word recognition performance here is
0.4% or 4.4% relative improvement in the word error rate.

Each experiment is described in detail in appendix E. experiments CD.3.1 - CD.5.6.

6.4 Summary

The following table shows the best experiments together with

each approach.

the correpsonding parameter set lor

feature parameter ward
extraction hidden | centroids drift & a | =~ | THebfaet | ac recognition
algorithm units | in training | vectors performance
MSC + Delta : . - - = - 1.0 1.0 || 86.8% (89.3%)
LDA - 7124 - - - | - 4.0 8.0 | 90.9% (93.8%)
NLDA 3z T124 50 0.1 | 09 10.0 6.0 || 91.1% (92.7%)
Y = ATf(X)

NLDA 5 7124 2376 | 03] 0.9 15.0 6.0 || 91.3% (93.6%)
Y = ATX + f(X)

As in the context independent case, the achieved improvements in the word recognition perfor-
mance are a little disappointing. One would have hoped for a little more since the class seperability
was optimezed well by NLDA. As reasons for this, the in chapter 5 discussed ones can be seen.

Some ideas for improving the NLDA concept in a way that results also in a stronger improvement
in word recognition performance are disscussed in chapter 8.




Chapter 7

Final Experiments on the Official
Test Set

In the chapters 5 and 6, experiments with the cross validation set in the testing have been carried
out. Therefore. it was possible to do many experiments in a managable time. With the parameter
sets of the best experiments on the cross validation set, experiments on the 390 sentence test set
have been made. There have been made 6 experiments in the context independent environment. 1
with the primary features, one with LDA derived features. and 4 with different NLDA approaches.
In the context dependent case 4 experiments were made, 1 with the primary features, one with LDA.
and 2 with NLDA derived features,

7.1 Experiments on the Official Test Set in Context Inde-
pendent Environment

The following table shows the results of the epxeriments with context mdependent acoustic modeling.

l feature parameter word

| extraction hidden | centroids drifi JZ 0 v | THebfael | ac recognition

} algorithm unite | in training | vectors performance

| MSC + Delta - - - - E 1.0 1.0 || 73.1% (74.4%)
LDA = 146 - E . = 8.0 7.0 || 85.4% (87.6%)
NLDA 32 146 50 0.1 )09 1 20.0 26.0 8L.7% (R4.0%)
Y = Af(X) |
NLDA 20 146G a0 0.3 |09 1 15.0 18.0 || 84.2% (86.2%)
Y = AX 4+ f(X) , |

NLDA 32| 2481 50 | 01081 10.0 12.0 || %4.6% (86.7%)
Y=Af(X)
multimodal | J

| approach ! |
NLDA 10 | 2451 | 50 001071 10.0 8.0 [ 8.7% (87.4%)
Y =AX 4+ f(X)
multimodal F ‘
approach

On this set the improvements with NLDA on the cross validation set are not verified. Oniy one
experiment is slightly better than the LDA experiment. However, it is to be kept in mind, that
the parameter for the experiments were searched on the cross validation set and do not have to be
optimal on the test set. There are probably parameter combinations for which the word recognition
performance on the test set is higher than with the parameter combinations used here.
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Again, the experiments with multimodal NLDA work better than with unimodal NLDA.

7.2 Experiments on the Official Test Set in Context Depen-
dent Environment .

The following table shows the results of the experiments on the 390 sentence test set with the best
parameter sets investigated on the cross validation set.

feature parameter word
extraction hidden centroids drift A o TRebfact | ac recognition
algorithm units | in training | vectors performance
MSC + Delta . - - - - 1.0 1.0 || 87.9% (89.9%)
LDA - 7124 - - - 4.0 8.0 || 92.8% (94.4%)
NLDA 32 7124 50 0.1 ] 098 10.0 6.0 || 91.3% (92.7%)
Y = Af(X)

NLDA 5 7124 2376 | 0.3 | 0.9 15.0 6.0 || 92.2% (93.1%)
Y =AX 4+ f(X)

As in the context independent case, the improvements achieved with NLDA on the cross valida-
tion set could not be verified on the test set. Again, it is to say, that the parameters investigated
on the cross validation set do not have to be optimal for the test set as well.

65



Chapter 8

Summary and Conclusion

In this thesis it was shown how to derive a statistically based nonlinear signal transformation. The
transformation reduces the dimensionality of feature vectors and improves in the same step the class
seperability in the feature space.

In order to derive this transformation, it was shown how to find a measure for class seperabiblity
(chapter 3). Based on this measure, it was made a linear optimization first. The result of this was
the well known Linear Discriminant Analysis (LDA).

In the next step it was shown, how to derive a nonlinear transformation by a simultaneous two
stage nonlinear optimization of this measure (chapter 4). Since the derivation of the transformation
is based on a measure for the class seperability, the transformation is called NonLinear Discriminant
Analysis (NLDA).

The transformation’s ability to improve class seperability was graphically shown on a small
example and compared to LDA’s ability.

In order to investigate whether the new transformation is also able to improve word recognition
performance, experiments with a continuous speech recognizer and the large vocabulary database
have been carried out. Different NLDA networks and approches have been applied in this exper-
iments. The experiments were made in a phoneme context independent environment (chapter 5)
and in a phoneme context dependent environment (chapter 6). The results of the experiments have
shown, that the class seperability could be improved also on & large database. However, this did not
hold for the word recognition performance. There, only a slight improvement in some experiments
could be achieved.

Reasons for this have been searched in the teamwork between feature extraction and recognizer
but also in the NLDA concept. These reasons were discussed (chapter 5).

Summarizingly can be said, that the NLDA as feature extraction gives rather disappointing
results compared with LDA. There have only been slight improvements in the best cases but due to
the higher dimensional parameter space NLDA is much more expensive. Altogether, NLDA is still
too immature to be applied as a front end feature extraction for a recognizer.

Future Work

There are two major things which could be tried to improve the performance of NLDA as feature
extraction also on the word recognition level. In the formula (4.17) for the backpropagations’s target
calculation, the parameter § was introduced. lis function is a weighting of the drift vector in the
sum. Since it is only a single factor, all coefficients of the drift vector are weighted by the same value.
However, due to the initial LDA state of the NLT A network, the channels are already sortet by their
importance for classification. Thus, it would make sense to have a small weighting factor for the
channels in which the class seperability is already good and a large weighting factor for the channels
in which the class seperability is not as good. Since the seperability in a channel is measurable by
the corresponding eigenvalue, the drift vector weighting could be adapted considering the ratio of
the eigenvalue in a channel and the eigenvalue in the first channel. Thus, (4.17) would be modified
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to
THE = o .0k (8.1)

B4 = amf4(l-o)f +TA i=1.,m
i

In (8.1), m¥ is the i-th component of the v-th class centroid M¥, y!' is the i-th component of
the network output Y'# for the p-th sample vector X, and df is the i-th component of the drift
vector D" for the class v, A; is the eigenvalue for the i-th channel and A; is the eigenvalue for the
firet channel.

This procedure gives more drift in channels with bad seperability (small eigenvalue) and less drift
in channels with already good seperability.

The second major thing is to introduce psychoacoustical knowledge into NLDA. It might be useful
to give different classes different weighted drift vectors, depending on the psychoacoustical affinity
of these classes. For example one could introduce superclasses like vowels, nasals, etc. and let them
drift apart from each other. That would preserve relationships within these superclasses. Another
possibility to derive an affinity knowledge is to create a frame by frame class substitution statistic.
Once one has derived such a statistic, one could apply drift vectors only for often substituted classes.

Both these approaches have to be investigated in a further work.
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Appendix A

Proof of Theorem 2.1

1. With f;'b =TTS5,T and .§w =TT5,T one gets

15l _ 1T7ST| _ ITPIS] _ 1S
8l = 1TTSLT] = 1TP15u] = 1S4l

152256 = 1552118 =

This proves part 1 of the theorem.
2. With
Y = f(X) :[clz:l,...,r:na:ﬂ]T ci € R,ei # 0,
one gets for the class means in the transformed space

M; = [(m1)i,- .-, ()] = [ea(my)i, .. aea(ma)i]  (i=0,...

Then the elements of the within-class scatter matrix are

L Ny
CHME %2(}:tm)f(w)i‘—N.-(ﬁu-)k(rhm)

I=1

= 5515

1 L N;
= g > (Z(xi)f(zj)f - N*'(m")"’(mj)*)

k=1 \I=1

= it (5i)w-

For the elements of the between-class scatter one finds

(5i)e = — (i )i (7 )i — Wfﬁif)n(mu)k

= eici(sij)e

For the determinant of 5, follows then

(511)6  (512)e -+ (Bin)e |

- (B21)e (822)6 -+ (an)e

1Ss| = : .
(3n1)s  (Gn2de - (Gan)e
ci(s11)s cica(siz)e -+ crca(sin)e
cocy(sa1)e  ch(sea)e o+ cacn(San )b
enc1(sn1)e cnea(Snz)e -+ ci(Smn)b
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ci(s11)e  ca(s12)e -+ calsin)e

oy CI(S'EI)b ca(saz)y - En(sl'dn)b ‘ﬁﬂi
= 3 i=1
e1(sn1)e  €2(sn2)e -+ cal(Snn)e
(s11)6  (s12)6 -+ (S1n)o

(s21)s (s22)6 -+ (S2n)s n 2
. : ‘(Hw)

i=1

(sn‘l)b (8a2)s -+ (Snn)s

o (i)

and for the determinant of 5, one gets in the same way

|80l = 18wl - (H)z

=1

Therefore, i
15] _ (T €)” - 15|

I‘g';ls'bl: = e n
15l (s &) - 1Sl

= 155" Sel.
This proves part 2 of the theorem.

3. The proof of part 3 follows immediatly from the invariance of covariance matrices against
coordinate shifts.

Thus, theorem 2.1 is proved.
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Appendix B

Test Data for the

Examples

channel '_“‘

3 1 | F IE ) 4 5 [ & ki I B ] 10 11 13- [ 18 T Id 15
0.627 | 0.784 0,942 0.886 | 0.961 G&Ys | 0.616 | 0.568 | D.8B1 R 0.537 0,631 G462 | O.48¢0 0,514 0.502
0.620 0.773 0.937 i.000 0.837 0.867 0.804 0.545 0,537 0.643 0814 0.620 0,482 0.478 0.888 0.494
0.820 0.787 0.e2% 0,992 0.918 O.65% 0.600 0.529 0.588 0.637 0.518 0.828 O.488 o.498 0.588 0.814
O.60F 0.748 0.938 0.ua4 o.s10 0.843 0.B7é U.EDE 0.535 0.847 0.828 0.6a5 0.482 0.47E 0.888 o.B22
0.808 0.741 o.e32 0.876 .80z O.E35 D.EGE 0.518 0.529 O0.655 0.514 0.618 0.487 0.514 0.568 0.483
0.804 0.753 0.510 0.898 o.8a5 0.76% D.514 D.430 04832 0.608 0.431 0.490 0.438 0.4132 0.467 0.47E
0.s00 0.753 a.814 0.838 O.883 0.732 0.502 0.431 0.478 0.586 D.416 0.487 g.400 0,382 0.451 0.471
0.604 0.761 0.918 0.241 0.880 0.738 0.54E 0.463 0.475 0.824 0.459 0.431 0.380 0.388 0.447 0.4ATH
0.616 0.772 0.914 0.\45% 0.814 0.718 0.541 0455 0.45% 0.589% 0467 0,475 0.427 0.438 0.822 0.467
o.e31 0.780 0.814 0.857 0.914 0.748 0,604 0.822 u.808 0.643 0.484 0.533 D.414 0.480 0.522 0.424
0,625 0.784 0.808 0.94% 0.914 0.737 0.598 O.E1R 0.514 0,608 0.494 0.B22 0.420 0.467 0.533 D.478
U.838 0.7a0 0.884 0.857 0.910 0.745 0.616 0.52% 0.537 0.851 0.510 0.5323 0.447 0.585 0.585 0.484
0.638 0,804 0.873 0.925 0.9322 0.R75 0.753 0.776 0.883 0.5258 0.502 0.857 D.388 0.349 0.488 a.54%
0.631 0.780 0.961 0.837 0.806 0.855 0804 a.718 0.647 0.487 0.478 0.829 0.404 0.373 0,529 0.541
u.620 0.784 0.833 0.82% 0.898 0.851 0.694 Q.735 0.586 0.431 0.424 0.482 0,368 0.284 0.522 0.837
0.612 0.784 0.833 0.987 0.925 0,886 0.710 0.7a3 a.576 0,447 0.463 0.525 0.392 .25 0.486 0,523
0.8232 o.r4w 0.4832 0,541 0.478 0.482 0.349 a.380 0.34% 0.189 o.200 0.316 0,220 0.21% 0.882 0.357
0.620 O.AnE 0.918 0,773 0.773 0.847 0.748 0,732 0.582 0.541 0.576 0.34% 0,443 0.314 0.310 0.443
D.588 0.768 0.957 1.000 0.894 0.802 0.682 0.616 0.647 a.675 0.604 0,855 0.808 o.478 0.565 0.5G65
0.604 0.77¢6 0541 0.883 0.939 0.829 U.6EE 0.637 0.675 0.702 D.813 0.689 0.600 0,478 0.576 0.578
0.G630 0.780 0.929 0.984 0.9az o810 0.G86 0.63% 0.888 0.714 0.GOR 0.675 0.576 0.482 0.8&1 0.580
0.827 0.780 g.m1p 0.857 n.822 0.802 0.72s D.651 0.706 0,686 0.804 0.818 a.525 0.424 D.537 0.502
0.557 0.702 0.768 0.733 o.784 a.776 0,588 0.514 0.528 o.s06 0.4%0 0.503 0.348 0.822 0.as7 0,392
b.568 n.ase 0.748 0.738 0.788 0.741 0.880 o514 0.518 0,508 0.487 0.472 6.361 0.365 0,408 0.404
0.G63 0.796 0.898 0.887 .90 0.914 0.800 0.867 0.708 0.694 a.561 0.561 D.43%9 0.412 0.52% 0,484
0.85E 0.804 o838 0.875 0.914 0.929 0.7e% 0.620 0.627 0.634 0.833 0.581 0.416 0.400 0,537 0.478
0.651 0.804 0.925 0.875 0.935 0.841 0,796 0.8ay 0.647 o.s04 0.514 0.561 0.478 0.478 o.557 U.4n5
0.647 0.796 0.935 U.BE2 0.91c 0.837 0.804 0.838 0.83y 0.600 0,514 0.580 0,458 0.43% U.541 0,447
o.a3y 0,804 0.8a7 0,838 0.894 0.928 O.83% 0.655 0.631 0.576 0.549 0.612 o.506 0.447 0,533 0.487
0.643 0.820 0.949 U.B4T O.ASK 0.925 0.867 0.688 0.887 D.e13 0.576 0.65] 0.850 0.518 0.548 ©.537
o.ann 0.80K 0.54% ©.827 0.87& 0.218 0.887 0.663 0.647 0.600 0.B69 0.647 0.583 0.5032 0.537 0.53E
0.BEE 0.8324 0.941 Q.800 0.543 U.BRA 0.867 0.667 0.624 0.61% o.845 0.63F 0.573 0.514 0.525 6.52%
0.63% 0.761 0.8335 0.884 0.838 0.898 C.787 0.627 0,722 0.631 0,548 0.582 0.502 0.585 0,523 0.458
0,634 0.768 0.822 0.088 0.851 o.e28 0.698 o0.638 0.741 0.710 0.869 o.5%6 0.533 0.438 0.548 0.490
0.831 0778 o.918 0.892 D.85] 0.810 0.706 0.647 0.722 0.718 0.676 0,596 0.548 0.435 0.498 0.475
0.635 0,788 0.81& 0.994 0870 G914 0.743 .65} 0.702 0,706 0.576 0.593 0.529 0,443 0,478 0.541
0.639 0.798 o028 0.998 u.awo 0,914 0.728 0.658 0.702 b.722 C.BE4 0.616 0.553 0.502 G.Bak [FH 1.1
0.624 0.7E7T 0.823 1.000 0.830 0.9239 0.887 0.596 o.7o6 0.6G3 D.b45 0.812 6.522 O.488 O. 446G 0.514
0.631 0.74% 0.810 0,986 0.9286 0.922 0.685 0.874 0.667 0.671 0.523% 0.604 0.522 o486 0.548 0,447
0.631 0.7R8 0.90% 0.9&8 0.922 0.896 0.655 0.548 0.655 0.698 0.52% u.&00 0.5332 o.482 0.54% 0.447
0.639 0.784 0.914 0.98E 0.833 0.886 0.667 u.s43 0. 714 0.541 0.604 0.532 G480 0.580 o.s32
0.643 0.788 0.9a7 0.992 0.937 o.887 o.65% 0.663 ©.722 0.553 0.830 0.54% G.482 0.557 0.522
0.681 0.740 o.w23 o876 0,833 0.886 D.BED a.é20 o.e71 o.n41 o.s00 0.484 o.557 0.B33 O.478
0,655 0.788 0.914 c.aTa 0.983 a.890 U.B65 L.G04 0.678 0.B48 0.B1E 0.498 0.583 a.573 0.480
0.847 0.792 o.823 0.876 Q,945 0.B5% 0.655 0.800 o.¥02 0.853 0.631 0.528 0.535 0.580 0.822
0.638 0.782 0.239 0.988 0.91& 0.85% U.647 0.630 0.680 0,565 0.642 0.583 0.89% a.613 0,533
o.E31 e.¥an | we2e | 1.000 w537 0.884 .65 . v.aa” oL.7ov O.mal o.a3s LA 4,473 06,027 o.49¢
0.6324 0.784 0.%18 0.996 0.855 0.908 0.678 0.620 C.6a% 0.718 0.565 0.635 0.568 0.510 0.573 a.806
0.824 0.780 0.802 u.992 0.941 O.HE7 0.667 0.620 0.65% 0.73¢ 0.583 0.824 G.589 0.522 0.B6H a.541
G.824 0.7ve a.90u ' ©.eu 0.507 D.AGT 0.GEY 0.616 0,662 0.728 0.BET .82 6.58% 0.852 0.5R4 0.52¢

¢ class /AH/
= channc!

] 1 | F 1 3 4 & | & T i & U 10 11 12 1 13 I 14 18
0,643 0.820 0.884 0.76% 0,694 0.768 0.838 0.685 0.620 O.76% 0.518 0.541 0.663 0.576 0.634 0.576
0.8661 0.824 0.988 4.784 0.714 0.778 O.833 0.663 G.647 0,737 0.514 0.541 0,651 0,533 0.824 0.B84
0.61& 6.749 O.BEE 0.AzZ0 D.G7H 0.651 B, 773 T2 0.604 0.668 0.483 0.490 0.482 D.481 0.810 0.472
0.616 a.753 0.803 D.R16 0.882 0,831 0.748 o.eve G.54¥ 0.83s 0.487 O.48€ 0.541 o.a33 0.676 0.530
0.631 0.784 0.814 0.820 0.702 0.887 0787 0.73% 0.680 0.647 0.502 0.587 0.518 0.447 0.506G 0.427
0.624 O.78K 0.806 0.843 0.73% 0.718 0.792 0.737 C.7T10 0.604 0.522 0.589 0.541 D.494 G.EST 0.463
0.816 0.778 0.922 0.859 0.7a7 u.741 a.ai1 0.698 0.680 0.5B4 a.,502 0.BG% 0.EE3 0.4%4 0.BaT7 0.463
a.6o0 0. 757 0.B8E D.839 0.710 0.714 0.780 0.710 0.6E1 0.671 0.549 O.BET 0.E41 0.400 0.471 D.413
0.812 0.757 D.&890 D.8EY 0.714 0.728 0.816 0.706 0.663 0.710 0.580 0.584 0.561 0,494 D.584 0.545
0.616 0.74% 0.B83 0.867 0.706 0.702 0.780 0.894 0.85E 0.702 O.888 D.5885 0.545 O.494 O.5AF 0.957
0.651 0.784 0.B1¢ C.752 0.702 D.647 0.714 0.78l1 0.890 0.710 G.812 C.818 0.510 0.475 L.4%4 0484
0.627 0.7re O.A31 0.753 o.7o7 0667 2.7i0 0776 0.7032 0. 72% 0.616 0.61¢ D.484 D.443 0.494 G.455
0.541 0.887 o.g88 0.775 0.63y G.E186 0.749 0.733 0.588 o.7o02 [1.3.3 o.887 O.b41 0.447 0.510 0.37¢
0.5G6H 0.710 0,867 0.796 0.680 0,671 0,786 0. 773 0.65% 0.741 0.604 0.586 0.588 D.486 0.810 0.373
0.586 O.K04 0.906 0.757 0682 0.74% 0.820 0.6K2 0.702 0.714 0,.5%8K 0.643 0.596 0.451 D.451 0.420
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0.573 0.780 0,832 0.761 0,680 0.776 0.824 U.882 0.884 0.710 0,586 0.655 0.643 0.B10 0.502 0.487
0.804 0.78% D.882 0.745 0.745 0.886 0.804 0.74% 0.892 u.B7e O.584 0.88& 0.802 0.412 2:4490 o478
0.604 0.765 0.878 0.732 0.72% 0.858 0.765 0.7869 0.808 0.896 0.818 0.800 0.525 0,458 0475 0.475
0.624 0.753 0.85E 0.851 0,710 0.888 0.7A4 0.784 0.710 0.735 0.884 0.584 0.808 0.471 D.576 0.475
0,612 0.733 0.863 0.843 0.708 D.894 0.808 0.757 a.703 0.73% 0.876 0,584 0.596 0.475 0.876 0.483
0.884 0.702 o.898 o.838 0.87s o.887 0.820 U.B86 0.871 0.718 0.510 0,557 0.568 0.450 0.522 0.420
D.678 0.812 0.922 0.894 0.788 0.722 0.796 0.820 0.882 0.808 0.880 0.B80 0,804 0.506 0.58G 0.53%
0.663 0.804 0,945 0.910 0.798 0.738 0.778 0.773 0.686 0,745 0.643 0.624 0.627 U.459 0.B57 0.541
0.8BE 0.788 0.941 o.u28 o0.7a68 0.684 0.741 0.798 0.888 0.778 0.887 0.831 0,838 0.514 D.604 a.E4%
0.639 0.769 0.937 0.833 0.74E6 D.878& 0.749 0.816 0.702 0.788 0.667 0.620 0.620 0.510 0.583 0.51%
0,635 0.763 0.929 0.957 0.718 o.889 o.7a7 0.824 0.898 0.788 0.863 0.600 0.608 0.510 0.676 0.541
0.639 0.781 0.918 0.933 0.714 0.663 0.728 0.820 0.702 0.784 0.843 0.608 0.808 0.482 0.580 0.514
0,643 0.773 0.908 0.929 6.7a7 0.690 0.7583 0.812 0.732 0.772 0.643 0.630 0.600 0,484 0.586 O.Elh
[H1.38 0.784 D.&898 0.922 0.761 n.710 o.764 0.792 0.7a8 0.781 0.831 D.827 0.598 0.502 D.616 0.56%
0.658 0.784 0.8A3 0.882 0.781 0.722 0.778 0.804 0.753 0.753 0.576 0.565 0.537 0.4880 0.573 0.B458
0.878 0.804 0.973 0.910 0.7458 0.68G 0.725 0.851 0.R12 0.773 0.888 0.871 0.7E3 0.600 0.634 0.616
O.883 0.820 0.968 0.%10 0.765 0.714 0.748 0.847 0.B37 0.783 0.678 0.6568 0,741 0.514 0.678 0.627
0.6a83 0.816 0.968 0.818 0.778 0.739 0.773 0.890 0.831 0.812 0.888 0.838 0.684 0.535 D.678 O.576
0.878 0.800 D.878 0.92E o.7an 0.714 o.788 0.894 o.800 o.818 0.851 o.é18 0.890 0.808 D.678 0.580
0.678 0.788 0.973 0.833 0.761 0.698 0.757 0.886 0.74% 0.773 0.6327 0.GoR 0.667 0.651 0.682 0.57€
0.6832 o.800 0.965 0.928 0.780 0.718 o.7a0 0.855 0.748 0.765 0.582 0.56E 0.643 0.56% 0.647 0,582
0.882 0.816 0.981 0.929 u.a00 0.745 0.831 D.85% a.741 0.765 0.612 0.561 0.643 0.804 0.871 0.869
0.678 0.812 0.968 0.833 0.800 0.748 0.84T 0.839 0.708 0.722 0.589 0.837 0.83E 0.635 0.706 0.580
0.875 0.792 0.973 0.925 0.780 0.733 0.B47 0.784 0.663 0.694 0.545 0.54]1 0.627 0.643 0.878 0.5833
0.87E 0.784 0.988 0.910 0.765 0.718 0.867 0.728 a.616 n.702 a.506 0.486G 0.592 0.663 0.63% 0.887
0.631 a.773 0.935 0.830 0.690 0.714 0.820 0.878 0.824 0.714 0.824 0.ETe D.887 0.533 0.637 0,581
0.630 0.749 0.910 0.784 0.8682 o.708 0.831 0.647 0.608 o.7an 0.604 0.588 o.638 0.487 0.557 0.514
0.818 o.s800 0.906 0.753 0.73% 0.671 0.710 0. 788 0.678 0.676 0.612 0,835 0.627 0.451 0.480 0,455
0.8324 o.780 0.884 0.741 0.732 0.850 0.728 0.7E3 0.820 0.827 0.585 0.592 0.580 0.3a88 0.490 0.478
0.580 0.7385 0.843 0.808 0.878 [:N.1.3.9 0.773 0.796 0.676 o.706 0.83%9 .557 0.537 0.522 0.443 a.412
0.804 0.710 0.784 0.761 0.655 0.627 0.710 D.736 0.631 0.63% 0.510 0.B25 0.486 0.451 D.416 0.373
0.706 0.85] 0.833 0.922 0.851 0.798 0.889 D.871 0.796 0.804 0.6%90 0.894 o.887 0.698 D.698 0.824
0.680 0.83%9 0.9880 0.957 0.R&3 0,831 0.800 0,888 0.831 0.847 0.710 0.729 0.702 0.698 0,741 0.708
0.883 a.7aa O.8RG 0,875 0.765 0.741 0.77€ G.878 0.847 0.7o8 O.E84 0.804 0.812 0.483 O.EET 0.478
0.655 0.784 0.894 0.BTE 0.778 0.776 0.7906 0,729 0.6A2 0.733 0.631 0.643 0.651 0.471 0,588 0.537
s class /AX/:

[ == Thannel

[ [} 1 I 2 3 1 B & T I & I ] 10 11 12 1% 14 1z

[(G83% | 0.616 | O.m93 | O.8@0 | 0.858 | O.780 | 0.644 | 0.881 | U.BAD | G.B65 | G.610 | 0.660 | O.8A0 | 0.471 | G.467 | O.510
0.635 0.800 1.000 0.878 O.808 O.A7R 0.671 0.584 D.612 0.675 0,538 0.659 0.576 0.467 0.518 0.580
0.671 0.831 0.953 0.884 D.843 0.8832 0.788 0.631 0.847 0.741 0.643 0.887 0.714 o.580 o.838 O.8Ex
O.671 0.827 0.948 0.902 0.851 0.894 u.773 0.627 0.651 0.7as 0.655 0.675 0.684 0.573 0.613 0.631
0.537 0,702 0.792 0.894 0.741 0.7a7 0.532 0,455 0.455 0.443 0,412 0.412 0.3332 0,339 0.385 0.332
0.54E 0.718 0.800 0.7148 0.753 0,781 0.576 0.494 0.482 0.478 ¢.420 0.439 0.294 o.290 o.308 0.337
0.858 0.8324 0.841 0.808 0.878 0.847 0.818 0.837 o.&20 0.702 0.541 0.655 0.580 0.482 0.538 D.548
0.667 0.838 0.837 D.818 0.808 D.824 0.627 0.B6% 0.586 D.635 0.549 0.863 0.804 0.488 0.537 D.529
0.647 0.798 0.922 0.875 0.K132 0,804 0.584 0.463 0.482 0.528 G.482 0.804 0.494 a.349 o.488 0.478
0.651 0.784 0.837 0.871 0.784 0.831 0.820 0.502 0.=z10 0.5645 0.478 0.604 0.533 0.431 0.478 0.538
0.643 0.800 0.925 0.839 0.7731 D.788 0.635 0.535 0.486 0.630 0.804 0.588 0.804 0.802 0.522 O.451
0.638 0.784 0.910 0,847 0.834 0.820 0.596 0.522 0.486 0.598 0.598 0.884 0.878 0.490 0.466 0.471
0.687 0.847 0.853 0.827 0.785 0.812 0.74% 0.896 D.822 0.GAG B.714 0.65% 0.773 0,484 0.676 0,618
0.663 0.835 0.992 0.&78 O.8DA 0.847 0.761 0.G43 0.586 D.GEE 0.663 0.87& 0.773 D.B41 u.800 0.843
0.889 0.804 0.988 0.800 0.782 0.863 0.737 0.827 U.B84 U.E7E 0.686 0.651 a.757 0.545 0.604 0.583
0.851 0.782 0.961 0.902 0.76s 0.851 0.783 0.620 0.576 0.G58 0.680 0,635 0.718 0.518 0,565 0.624
0.647 0.808 0.949 o.902 0.784 0.843 D.757 0.63% 0.582 0,639 0.647 0.85E 0.714 0.537 0.sa8 D.&08
0.881 u.816 0.957 0,802 0.800 0.87& 0.749 0.651 0.808 D.68E 0.675 0.667 0.718 0.553 0.600 0.627
0.638 0.808 0.968 0.898 0.804 0878 0.74% 0.655 0.624 0.671 0.686 0.867 0.706 0.561 0.812 0.60E
0.627 0.782 0.976 O.8%4 0.78R 0.85% D.757 0.643 0.608 0.87E 0.898 o.883 0.762 0.541 0.596 0.818
D.820 0.778 0.873 0.898 0.773 D.851 0.758 0.618 o.596 PR 1.3 U.GAG 0.667 0.686 0.514 0.565 0.620
0.80E 0.761 0.R65H 0.894 0.767 0.843 0.882 0.608 a.604 0.671 0.684 0.658 D.6GT8 0.510 0.553 0.600
0.G0E 0.783 0.987 O.8%0 0.749 0.855 0.651 0.604 0.604 0.7032 0.710 0.878 D.8886 G.533 O.BE3 0.573
0.830 0.74%9 0.845 0.883 0.745 0.859 0.843 0.800 0.804 O.694 0.694 0.680 0.686 0.5a7 0,541 0,860
0.634 0.761 D.837 0.871 0.749 0855 0.63E 0.592 0.600 0.706 0.682 0.694 D.67E 0.54E 0.545 0.881
0.588 0.78% 0.85%9 0.524 O.RAG a,671 0.557 0.506 0.510 0.522 0.533 0.522 [ 1.9 0.404 G.349 a.416
0.643 0.800 0.953 0.834 0.76% 0.863 0.8320 0.831 0.892 0.7a2 0.694 0.620 0.671 0.533 0.624 0,634
0.839 0.804 0.953 0.871 0.776 0.831 0.804 0.843 0.808 0.7asn 0.658 0.651 0,682 0.506 0.604 0.827
0.643 a.m0n 0.84% 0.886 0.780 o.a5s o.792 D.655 0.627 a.733 0.647 0.671 0.87E G.881 D.831 0.502
0.620 0.834 G.890 0.714 0.G63 0,714 0.710 0.565 0.514 0.687 O.580 0.56% D.G43 0.541 0.514 a.514
0.87a D.851 0.886 0.74% 0.733 0.789 D.849 0.437 0.378 0.5GR G.463 0.675 D.B65 0.412 0.447 0.482
0.690 0.847 D.882 0.7a% 0.694 0.753 0n.582 0.451 0,408 0.498 0.451 0.624 0.58Y 0,502 0.458 0.4731
0.83% 0.827 0.941 O.H43 0.853 0.843 0.586 0.506 0.BE7 0.B8E 0.E2% 0.528 0.404 0.475 0,482 0.486
0.847 0.816 0.837 0.804 0.937 0O.887 0.835 0.83% 0.573 0.568 0.532 0.537 0.408 0.4B1 0.478 0.475
0.647 0.816 0.998 .80z 0.558 0.B94 0.737 0.651 0.694 0.789% 0.588 0.710 0.65% 0.548 0,568 0.586
0.851 0.808 1.000 0,888 0.835 0.922 0.820 D.698 0.783% 0.816 0,634 0.702 0.658 0.841 0.838 0.881
0.663 0.837 0.9&4 0.88d 0.831 C.A90 0,722 0.63% 0.612 0.663 0.659 0.659 0.78% 0.561 0.851 0.620
0.663 0.827 1.000 0.910 0.843 0.910 G.TAD 0.875 0.816 0.65% 0.684 0.675 0.748 0.573 0.843 0.588
0.671 0.808 0.986 0.922 0.&20 O.&88 0.76% 0.647 0.588 0,667 0.871 0.883 6.722 [iN.1.1.3 o.843 0.624
0,612 G.74% 0.92% 0.89R 0,880 0.741 0.84% 0.510 0.BET 0.67E 0.553 0.612 0.537 0.502 0.417 0.478
0.827 0.7a0 0.935 0.810 0.914 0.847 0.604 o.56% 0.608 0.68E 0,588 0.851 0.58% 0.514 0.447 U478
o.a5% 0.837 0.9l8 0.871 0.871 0.863 0.73% 0.586 0,582 0.573 0.655 0.859 0.518 0.54] 0.525 0,475
0.85% 0.812 u.eoz 0.A35 a.816 0.83% 0.880 0.584 [[M-1.54 0.522 0.584 D.616 0,431 0.B63 0.488 0.45%
0.651 0.820 0.a90 0.812 U.7TAE 0.867 0.748 0.824 0.592 0.56% 0.627 0.658 0.537 0.600 0.553 0.438
0.87E C.B4T O.REZ 0.847 0.8324 G.a4T 0.596 0.4K6 D.GRE 0,686 0.506 0.843 G.B89 0.45% 4.400 C.480
0.68G 0.838 1.000 O.888 G.784 0.880 0.690 0.514 0.592 C.728 0.508 0.67A 0.600 G.447 0,506 0.498
0.643 0.80& G.983 0.a831 0,847 0.7a7 D.541 0482 0.52% 0.624 0.482 0.655 0.498 0.447 O.459 G.458
0.8s81 0.827 0.857 0.855 0.835 0824 0.627 | 0.545 0.580 0.856 0.510 0.651 €.51E 0.506 0.486 0.494
G.671 D.863 0.998 U.BEX 0.772 0.834 0.776 0.580 G535 0.667 0.706 0.671 0.710 0,386 0.510 0.873
0.687 0.83y 1.000 a.n8s 0.76% 0.842 0.77¢ 0.624 0553 0.687 0.676 0.714 0.749 G.478 0.528 0.5689

= class /AY/:
channel
] i T = ) [l E € ™ 1 & | #® 10 11 13 5] T4 it

0.608 [ O.7&6 [ 1.000 | 0.876 | 0.946 | O.88E | 0.636 | 0.604 | O,GRZ | 0,630 | 0.587 | 0.616 | 0.498 | D.450 | 0.814 | 0.602
0.892 0.765 0.996 0.980 0.945 o.nsxn 0.616 0.568 0.682 0.861 0.818 0.600 0.475 0.447 0.458 0.514
D.561 0.761 0.992 0.941 D.945 0.8324 0G5S 0.710 0.748 0.833 0.545 0.569 0.537 0.447 0,506 0.668
0.580 0.741 0.873 0.838 0.983 0.788 o.620 0.671 0.753 0.525 0.541 6.581 0.822 G.459 0.431 0486
D.847 o.a80 0,845 0.838 G.851 0.53% 0,485 0.471 0.476 0.459 0.481 G.482 0.481 0.4385 0.43% 0.443
0.643 0.286 0.945 0.914 0.627 0.467 D.386 0.388 0.408 0.337 0.318 0.420 0.384 0.3322 0.357 D.388
0.581 0.787 O.R27 0,820 0.639 0.490 0.514 0.467 0.A65 0,565 0.451 G.237 0.348 D0.325 o.510 o.m02
O.557 0.748 0.816 0.804 0.858 0.467 0.471 0424 0487 0.451 0.298 0.514 0.200 0.204 0.310 D.373
0.576 0.73% 0.773 0.784 0.588 D.424 0.381 0.557 0.380 0.263 0.2363 0.310 0.363 0.337 0.322 0.3554
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0.66% 0.728 0.788 u.7e0 FETE 0471 0.430 O.418 0.416 0.308 0.267 0.387 O0.263 6.263 0.357 0.394

0.831 0,835 0.0z 0.888 0.GB6 U.du4 0.471 a.416 0.408 a.510 0.4BE 0488 0.431 a.353 0.388 O.482

0.627 0,831 o.90z 0.888 O.684 0.494 0,443 0.376 0.3898 0.525 0.431 0.45% 0.404 0.295 0.373 0516

0,637 0.847 0.835 0.906 0.888 0,533 0475 0.427 0.481 0,557 0.431 0.478 b.dle 0,376 0.420 0545

0.83u 0.B43 0.928 0.898 o.e8n 0,498 0.427 0.333 a.412 0,857 u.38p 0.478 o.an7 0.314 0.380 0.54%

0.83% 0.887 0.938 0.887 0.710 o.514 D.431 G.400 0.471 0,522 0.4423 o.514 0.408 D.341 0.382 0.BET

0.647 0.8E2 0.868 0.878 0.735% 0,536 D443 0.408 0.81% 0.522 0.424 0.455 G.451 0,335 0.396 0561

0.8B5 O.B75% 0.980 0.884 O.804 D.ET3 0.494 0.420 0.576 0.438 O.482 0.424 0,435 0.302 O.365 0.533

0.658 0.847 0.833 0928 0.773 o.m4n 0.488 0.443 0.580 O.438 0.400 U443 0.392 0.318 0.394 0.302

0.883 0.8E5 0,849 0.93% 0.824 0.56% u.5032 0.494 0.616 0.447 O.424 0.482 0.427 0.385 0.345 0.341

0.655 0.806 O.ARE 0.875 0. 741 0.B5T 0.518 0.4R2 0.576 .81z 0.510 0.4TE 0,438 0.318 0.355 0416

0,671 0.818 0.880 O.8E0 0.7a7 0.673 0.B2E 0.478 0.B&u 0.627 0.8a3 0.478 0.487 0.306 0.390 0.416

0.888 o.813 0.878 0.880 b.725 D.573 o.mz2z2 D.471 0.56% 0,616 o.31m 0.431 D.4G7 0.3a7 0.278 0.412

0.890 o.808 0.871 0.886 o.710 0.57d O.814 0.490 O.5G5 0.600 0.328 0.418 0.471 0.388 a.306 0.447

o.684 0.788 o.ang 0.878 0.68G 0.58u 0.533 O.481 0.533 0.8&8 0.373 0.437 0.459 0.837 0.345 0.424

0.880 u.77e 0.865 O.843 0.718 0.5G5 0488 0.435 0.528 0.5G5 0.348 a.400 0438 0.3894 0.294 0.361

0.878 0.785 0.859 0.824 0.787 0.557 0.45% 0.430 0.510 0,668 0.34% 0.396 0.436 0.294 0.390 0.381

0.863 0.7EY G.87E 0.827 0.824 0.845 0.471 0.424 0.561 0.BEE 0.365 0.434 0,471 0.380 0.271 G.340

0.635 0.784 0.886 0.885 0.788 0.568 0.480 0.471 0.518 0.388 0.387 o.3832 0.341 0.314 0.314 0.332

0.83E o.780 0.886 0.851 0.812 0,580 0.490 0.471 051K 0.33% 0262 0,361 0.245 0.255 0.238 0.231

0.638 0.788 0.598 0.83% O.81% 0.892 O.488 0.498 0.545 0.384 0.3a7 0.420 0.353 0.383 0.231 0,230

D.836 o.748 0.803 0.804 0.843 D.616 0.518 0.514 0.57¢ 0.392 0.357 0.447 0.382 0.303 0.280 0.294

0.631 0.780 U.8TH 0.782 o.785 0.537 0.485 0.438 0466 0.438 0.384 0.443 0.392 0.306 0.314 0.306

0.561 0.72% 0.945 0.887 0.855 0.439 0.386 0.387 0.5AE 0.ABL 0.33% 0.522 0.420 0.302 0.394 0.280

0.655 0.881 o.B5% 0.827 0.800 0.800 0.553 0.54% 0.671 0.588 .30 0.438 O.484 0.294 o.398 0,846

0.714 D.B47 D.887 0.s18 0.783 0.634 0.533 C.48n 0.480 0.430 0.463 0.404 0.447 0.314 0.416 0.438

0.732 0.863 0.902 0.837 a.784 0,671 o.588 0.557 0.5&1 0.557 0.518 o.B37 0.529 0.314 0.424 0.475

0.718 O.8BE 0.83% 0973 0.820 0.890 0.631 0.B&E 0.5832 0.592 0.861 0.816 u.612 0.388 0.48k 0,533

0.881 0.827 0,928 O.Rg4 0.729 0514 0.408 U.386 D.483 0.376 0.357 0.431 0.475 0.333 0.341 0348

o0.651 0.824 0.922 0.886 0.747 0.498 G.400 0.353 D.d68 0.353 0298 0.416 0.478 0.267 0.285 o.302

0.682 0.&83% 0,910 0.851 0.878 0.888 0.584 0.824 0.533 0.388 0.365% 0.487 0.380 0.337 a.267 0,278

0.65]1 0.8E1 0.925 D.806 o.769 0.565 0.498 0,498 0.8u0 0.404 0.387 0.478 0.424 0.343 0.327 0.231

0.659 a.ans 0.938 0.898 0.839 0.5ED 0.514 0.802 0.618 0.412 0.376 0.502 0.43% 0.247 0.247 0.238

0.624 0.788 U.BRE 0.874 o.820 0.820 o.655 0.608 .70z 0.533 0.447 0.533 O.483 0.275 0.287 0.278

0.835 0,782 0.894 0,886 0.884 0.784 0.851 0.620 0.702 0.533 0,483 0.51AK 0.45E 0.2132 0,182 0.208

0.573 0.827 0.984% 0.806 0.830 0.528 0.478 0438 O.584 0.386 0.381 0.434 0.349 0.306 0.310 0.306

0.6808 O.827 0.857 a.208 0.804 0.833 0.47E 0.443 0,580 0.400 0.34% 0.412 0.365 0.294 0.286 0.282

0.616 0.725 o.824 0.786 0.765 0.533 0.471 0.478 0.494 0,368 03489 0.345 0.333 0.294 0.298 6.306

0.608 0.714 0.847 0.804 0.792 0.5a7 0.482 0.482 0.532 0.380 0,380 0.380 0.365 0.363 o.aze 0.32%

0.637 0.878 o.nGe 0,829 0.773 0.B33 0.487 0.443 0.824 0.430 0,388 0.8583 0.498 6.420 0.306 0.288

0.631 0.A71 0.961 0.933 0.804 0.53% 0.455 0.459 0.631 0.388 0.357 0,545 o.s08 0,434 0.306 D.m
e within-class scatter matrix of this data (all elements multiplied by 1000)

1.134 0,871 0.7&0 0.9237 0.643 0.80¢ o.a40 0.763 O.848 1.121 0.871 0.783 1.364 a.870 o.803 0.915 7

[- u.871 1.680 1.425 1.057 0.740 0893 1.068 a.7s0 0.744 1.007 1.002 1.186 1.494 0.888 0.973 1.204
0n.7a80 1.428 2984 2.622 2,184 2.298 1.993 1.751 2.122 2.301 2.068 2.829 2.887 2.05% 2,113 2.117
Q.037 1.057 2,622 4.5832 2.57% 2.2a8 1.235 1.928 2.58% 3.451 2.841 2.700 3.248 2,713 3.000 2.8576
0.643 0.740 2.184 2.578 4.884 3.138 1.631 2.174 2.956 1.993 1.730 2.278 1.428 1.887 1.338 0.GRA
0.806 0.893 2.288 2.288 313K 5,652 4.476 3806 4.238 3.220 3.343 a.281 3.416 2.213 2.400 2.010
O.R40 1.085 1.893 1.22% 1.631 4.476 E.855 4.208 4.5AG 2.656 &.381 2.447 3.618 2.0%4 2.507 2.280
0.753 0.780 1.751 1.926 2.174 3.806 4.208 B.G34 4.a72 2.728 3,481 2.344 4.161 1.778 2.528 2.163
.64 0.744 2.122 2.894 2.956 4.238 3.586 4.372 B.776 3.625 3,245 3211 3.888 2.193 2.065 1.879
1.131 1.007 2.301 3.451 1.993 3,220 2.8BE 2.254 3,625 7.208 3.843 3.630 4.916 3.360 4.348 1.766
6.e71 1.002 2.088 2.641 1.730 B.243 3.281 3.481 3.243 A.A432 5.323% 32.413 4.601 2.7as 3,351 3.408
0.783 1.19¢ 2.328 2.700 2.278 3.381 2.447 2.344 3.211 3.830 14132 4.5T78 4.203 2.680 2.495 2.380
1.384 1.494 2.857 5.246 1.428 3.418 4.6148 3.181 S.588 4.816 4.801 4.203 7.343 3.498 4.022 3,980
0.870 0998 2.085 2.713 1.897 2,213 2.084 1.77% 2.183 3.280 2.735 2.680 5.898 4.87% 3.888 2.892
o.903 0,873 2.118 s.000 1.338 2.400 2.807 2,325 2.065 43.346 3.351 2.498 4.022 3.868 5.4R3 4.661

L O-918 1.204 3117 2.ETE 0.688 2.01¢ 2.280 2,183 L8739 4760 3.405 2.289 S.EE0 Z.892 4.8681 .06 |
e between-class scatter matrix of this data (all elements multiplied by 1000)

[ 0.045 0.078 0.066 =0.194 -0.277 -0.230 =0,018 -0.017 -0.074 =0,000 0.1038 0.071 0.258 0.087 -0.06s
0.07s 0.348 0.087 -0.20% =0.264 =0.787 -1.112 =1,18% =0,680 -0.923 =0.561 =0.360 -0.342 =0.6132 =0.8%8
0.06& 0,087 0.241 =0,337 0.012 O.8uL 0,438 o.01: -0.141 G.442 (%333 0.788 0.830 0.835 ©6.522
-0.194 =0.3208 =0.237 0.981 1.584 1.184 -0.79u =1.07% =0.372 -0.728 =U.KBE =0.484 -1.871 =0.711 =0.308
=0.277 =0.2684 u.oix 1.584 3,481 4.BRT =0.60] -2.110 -0.887 =0.458 =0.031 [iN.1.3 =1.358 =0.042 v.820
-0.230 =0.757 C.85% 1.184 4.587 12.43% E.224 2.7AG 0.914 5.844 6876 G148 4.383 5814 T.447
=0.018 -1.112 O.436 =0.78% -0.601 &.329 10.361 10.02% 4.81% K.B53 7.822 E.824 G.HAR T.843 Y.DEB
-0.017 -1.18A 0.012 -1.07% =2.110 2,786 10028 11.0%74 5,380 &.520 &.5A3 4.103 6,018 &.587 &.03¢
=0.074 -0.6&0 -0.181 =0,773 -0.887 0.914 5.61% 5,386 2.782 3.573 2.614 1.483 2,248 3.671 622
-0.00C -0.823 Oaadd -0.72& -U.4nk 5644 E.853 8.520 4.872 7.758 6.810 5.03% 6.116 6.447 T.REE
0.103 =U,561 0.818 -0.688 -0.031 6,576 7.823 6.583 2.614 6.910 £.909 5,473 6,404 6287 T.266
0.071 -C.360 0. 758 =0.494 0.6888 6.148 5.G24 4,102 1.48% 8.025 5473 4808 4.866 4.83%
.2 =0.34% O.ERD -1.871 =h.38F 4,363 b EBE &.01u 2,233 : L.404 486 G.638 L.BBE
0.057 -0.8132 D.&a% =0.711 =0.042 5.814 7.343 G.A6T 2.8T71 €.387 4.835 B.B5E L7135 .74l
-0.089 =0.90K 0.522 -0.308 O.620 7.447 #.08E8 E.038 46323 T.885 T.386 L.54T 6.060 6.741 &.3498
0,040 =L.382 U.ELE =0.384 0.58L B.44¢8 - 1y A.885 1,537 4.B5E 4,885 3.881 4.290 5,567 £.103

[ )

0,040
-0.392
0.61%
-0.384
0581
b.438
5.237
3.983
1.837
4,656
1.895
ERTH
%280
4.487

st




Appendix C

LDA on Test Data

+ matrix S,;le :

r 0.173 =0.134 0,323 =0.145
D0.375 -0.071 0.247 0.023
0.122 =-0.1864 0.227 =0.37%9
-0.725 0.750 =1.1432 D.B324
=1,334 1.344 =1.963 0.9230
-2.203 0.882 -1.763 -1.184
-1.121 =1.177 0.750 =2.6132
=0.788 -1.440D 1.204 -2.384
-0.853 -0.527 0.324 <0845
=0.840 -1.033 0.878 -2.328
-0.820 -1.014 D.797 «2.477
=0.586 =~0.593 0.351 -1.833

0.150 -1.482 1.632 =2.714
=0.685 =0,.886 0,628 -2.166
=1.341 =0.708 G.138 =-2.189

L =0.808 -0.810 0.258 -1.801

=-0.086 -0.080
-0.044 O.087
=0.137 0.535

0.534 0.931

0.841 5.141

0.283 5,633
-0.,847 -0.400
-1.082 =2.6894
=0.380 =1.602
-0.838 -0.138
=0.B46 1.204
-0.830 1.871
=1.141 0.383
-0.736 0.818
-0.826 0.994
-D.458 1.502

-0.034
-0.164
=~0.214
-0.078
-0.838
=1.838

0.201

1.217

0.80%

0.181
=-0.561
-0.802
=0.443
-0.238
-0.198
-0.610

¢ nonvanishing eigenvalues of this matrix:

A = 8.701,

e corresponding eigenvectors:

1

F —u.084

0.220
=0.266
0.234
0.154
0.80%
—0,226
=0.470
0.028
—0.306
0.1237
=0.21%
0. 144
=0.0322
—0.298
0.288

- -

cg =

-

0.01%
-0.427
-0.001
-0.660
-1.138

0.588

3.852

4.406

2.137

3.287

2.464

1.478

2.387

2.408

2.97¢

1.445

0.227
0.034
0.083
0.290
0,041
—o.870
G.301
=0.2%2
0.494
—0,18A8
=0.032
—0.137
0,043
=0.100
—0.266
0,142

0.029%

a.27o0
=0.308
=0.061
08355
=3.555
-2.738
=1.BK%
=0.742
-2.437
=2.578
-2.184
=2.034
-2.511
-2.832
=1.851

ot -

« iransformation kernel for projection onto 2 dimensions:

b |

—0,084 £.227
0.220 0.024
—0.266 0.0R3
0,334 0.390
0.154 0.041
0.6o8 —0.570
=0.326 0.201
=0.470 =0.232
0.026 0.4%4
=0.306 =0.198
0.127 —0.032
=0.2158 —0.137
0.146 0.043
=0.023 =0.100
=0.295 —0.266
o D.28E 0.142 |

-0.012
=0.344
=0.011
=0.270
-0.5585
0.785
2.788
4.09i
1.51%
2.388
1.788
1.118
1.633
1.783
2.238
1.094

™ n.6032
=0.41%
0.723
—0,506
=0.300
0.04%
=0.375
—0.108
0.033
=0.154
0.280
0.083
0.093
0.2a37
—0.353
0.104

A2 =6.002 and Az =2.018

0.073
0.238
0.216
=0.168
0.091
2.310
-0.870
=1.09%
=0.711
-0.508
D.026
0.209
0.207
-0.118
-0.429
o.oes

0.043
~0.142
0.088
=0.383
-0.629
0.402
1.887
2.017
0.906
1.808
1.373
0.893
1.4232
1.283
1.487
0.831

0.008
0.148
0.048
0.1156
0.831
-0.017
-1.068
=1.513
=0.674
-0.892
=0.579
-0.298
=0,538
-0.597
-0.793
=0.3158

0.05%
0.085
0.173
=0.261
-0.184
n.511
0.B5E

=0.067
-0.489
=0,058
=0.046
-0.183
1.4435
3.168
3.304
1.728
2883
1.882
1.288
1.577
1.972
2.871
1.277

=0.003

0.28v

0.0322

0,316

0685
=0.360
-2.430
-2.802
=1.277
-2.05858
=1,612
-0.8592
=1,443
-1.490
-1.877
~0.883

—

=



Appendix D

Experiments on Resource
Management Database (Context

Independent)

Resource Management Database -
» speakerindependent database
¢ 100 male and female speakers of different american dialects
¢ 4360 sentences for training
e data sampled at 16kH - with 16bit quantisation
primary transformation :
e 236-point FFT with Hamming Window, window length 16ms
¢ Gms window overlapp
* dimension reduction to 16 melscale coefficients
phonetic modeling :
¢ 48 monophones, each splited in 3 subphonemes
¢ | silence class
training :

e training set: 2830 sentences form 78 male speakers

¢ { 1terations over the training set, codebook and distribution updates after each iteration

test set :

¢ 48 sentences form 12 male speakers

e neither the speakers nor the sentences are part of the training maierial

¢ word pair grammar, perplexity 60



D.1 Experiment with LDA Feature Vectors

genaral parameters
dimension of orignial space :
dimension of image space :

discriminated classes in LDA :

32
16

146

developement of class separability

primary feature vectors
(32 cofficients)

LDA derived feature
vectors (16 coefficients)

Q146 36.461 7.329
Qs 58.341 15.860

word recognilion perfomance on 12 speaker 48 sentence evaluation set

THeblacl

2.0

4.0

10.0

BO.0% (80.7%)
81.6% (83.1%)
82.9% (84.7%)
83.4A% (85.7TH%)
83,29 (RE.6F)

£0.0% (81.1%]
£2.2%, (84.0%)
83.1% (85.0%)
84.3% (86.5%)
A3.6% (86.5%)

6.0
T0E% (BT BV | 75 7% [200%)
51.3% (83.2%) | 82.3% (841%)
83,2% (85.3%) | 83.6% (85.7%)
85.4% (85.6%) | 83.4% (85.7%)
B3.1% (85.7%) | 83.4% (86.1%)

B0.2%% (61.1%0)
82.2% (B4.1%)
83.1% (85.0%)
B3.1% (BE.4%)
83.1% (85.7%)

s L
oboloobooln

BL.5%, (8680
83.4% (87.2%)

BI.ET: (RG.6T5)
A3.8% (B7.7%)

84.3% (A7.3%%) 84.5% (AT.07%)
83.6% (87.3%) 83.8% (87.5%W)

84.1% (87.9%)
83.2% (87.0%)

Ward Accuracy { %

8.0 84.0% (BE.2%) | B3.1W (87.0%) | 85.2% (87.0%) | &3.1% (7.0%) | 83.1% (A6.6%)
io0.0 B3.8% (A7.9%) 82.9% (A7.0%) A2.7% (RG.A%) 82.2% (86.5%) B81.6% (AG6.5%)
12.0 A2.0% (A6.2%) 81.5% (BS.E%_) 80.7% (IE.B%\ £80.2% (ab.‘%j 79.9% (BH.D%]
14.0 BU.8% (lﬁla%) 78.0% (K4.0%%) TT.5% (A2.5% TT.2% (B2.7%) 78.3% (84.0%)
16.0 T7.8% (ln;?%) 75.8% (B1.1%: 73.6% {TQ.T%; 74.0% faﬂ.‘%) 72.2% (75!.5%}
18.0 7T1.8% (T6.3%) F0.2% (Te.6% F0.1% (75.:%% 70.1% (76.5%) 70.6% (77.9%)
20.0 67.8% (75.4%) 66.7% (74.2%1 66.7% (74.3% 64.5% (73.0%1 G_BH.E.% (74.2%)
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D.2 Experiment E.1.1
NLDA approach : Y = Af(X)

gonaral parametcrs backpropagation parametiers

dimension of orignial space : az number of discriminatsd targets | 146
dimension of image space : 16 learning rate : o.004
discriminated classes in on tep LDDA : 148 momentum | 0.9
target drifl parameters numbsr of bidden units : a2
o 1.0 iterations : &
B 0.0 targel update after | 6
L 1 sampls ssledtion : random
numbaer of drift veetars : 146 (ons per subphonem clasr)
developement of class separability
[_iteration(s) || [ 1 : P ] 4 s 6 ]
[[Giae T 7.328 4506 3.643  3.31% 3.9537 2,741 2800 |
| _Gan Il 15,860 - - = - = 11308 ]
Ll 1 T : T
i " : ; }
Qi sl ;
. i
5 e T
% ? : T
4 e 23— S | !
3 R A TR
2 +
1 + ;
0 + - T ;
o 1 2 3 4 silerations g

word recognition perfomance on 12 speaker /8 sentence evaluation set

[ I THeblact — ]
ac — 5.0 i6.0 12.0 180 20.0
4.0 T3.3% (74.3%) BTN E ] =% (=70) B S =% (%)
&.0 78.6% (B0.2%) 80.0% (81.0%) 7.7 (BO.OW) B0.4% (81.6%) | BL.3% (82.5%)
5.0 BO.BY. (82.4%) 79.8% (82.0%) 50.7% (82,2% 81.3% (82.7%) 82.29 (84.7%)
10.0 80.7% (82.9%) 81.3% (83.2%) 81.8% (B3.6% 80.6% (82.7%) RB2.2% (84.5%)
190 || B0.0% (K3.3%) | BL.6% (84.0%) | B1.6% (A4.0%) | 83.0% (84.0%) | #1.5% (85.6%)
14.0 B1.6% (83.8%) £2.0% (84.1%) B3.4% (B4.TH) 81.8% (R4.0%) 81.3% (84.0%)
16.0 81.3% (B3.6%) 81.6% (84.3%) 82.0% (84.5%) | B0.6% (B3.A%) | £1.3% (A4.1%)
is.0 81.6% (84,0%) 82.0% (84.7%) 81.3% (84.1%) 80.9% (B3.8%) BLA% (84.7T%)
20.0 80T (43.8%) B1.3% (84.3%) B0.4% (84.0%) 81.1% (B4.0%) | 81.8% (84.3%)
22.0 7685 (8540 WO.2% (84.09c) BO.2% (BA.0%) B0.3% (84.1%) B0.4% (B4.0%) |
4.0 BU.0% (83.8%) 80.2% (B4.1%) B0.2% (84.2%) BO.4% (#4.3%) B0.4% (B4.0%)
26.0 78.6% (82.9%) 78.1% (84.3%) TU.3% (84.3%) 78.7% (B4.0%) 74.8% (B5.6%)
28,0 7E8.1% (82.2%) TH.6% (B4.0%) 78.1% (84.3%) TE.AT (R3.6%:) 80.2% (84.8%)
30.0 TR.6% (B3.4%) TE.8% (84.1%) 79.7% (B4.7%) 7B.8% (84.1%) #0.0% (84.8%
83.0 ¥7.4% (82.9%) 76.3% (83.8%) TuR% (84T 7H.0% (B4.1%) T0.05, {54..@',;
34.0 77.2% (82.9%) | 77.9% (84.0%) | 78.3% (84.3%) | 7E.TR (83.8% 7T7.A% (84.0%)
3s.0 TEAT (B3.4%) T7.4% (83.4%) Te1% (82.4%) 76.5% (83.2% T6.8% (B3.4%)
8.0 76,65 (82.0%) 75.8% (82.0%) 76,1% (82.4%) T6.8% (#3.1%) T6.5% (83,89
s H H R | 1 1 I 1
P 1 ! ] H 1 : { —+—  TRcbfact 5,0
ki - TRebfact 10.0
- 6 —ereeeieeeans et ; TRebfact 12.0
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Af(X)

gcnaral parameters

D.3 Experiment E.1.2

NLDA approach : Y

backpropagalion parameters

dimension of orignial space : 3z number of discriminated Largets | 146
dimension of images spacs : 18 learning rate : 0.008
discriminated classes in on top LDA | 146 momentum ! 0.4
targel drift parameters number of hiddan waits : az
@1 0.9 iterationr : &
B 0.1 target update after : L3
™ i sample scicetion @ randam
number of drift vectars : 146 (ome per subphonsm clanx)
developement of class separability
[teration(s] [ © 1 ] 3 E) 5 3 ]
- T I T.33s  =eow _ zwas _ 3.6u8 2.382 2,360 2165
| Can [T 15860 = = = - = 10815 |
b he 1 ! :
1 H
Q 7 \\ t H
146 6 f
5 x
4 e
i 5 S H i
3 ; *
2 s B —0
1 ? *
0 T : T
0 1 2 3 4 uerahions 3

word recognition perfomance on 12 speaker {& sentence evaluation set

L 11 THRebiact
ac 16.0 1E.0 30.0 B0.0 40.0
i0 T6.85 (7179 7T AG (76.4%) TTa% (Te8%) | 76.3% (77.T%] 76.8% (77.4%)
13 77.0% (78.4%) 76.6% (77.9%) T7.4% (78.6%) 77.7% (79.3%) IR (19.2%)
14 TT.7% (79.1%) Tr.A% (79.1%) 79.8% (80.7%) | To.1% (80.9%) 78.7% (81.5%)
16 79.1% (81.2%) 80.2% (81.6%) B1.5% (82.7F) T9.8% (81.8%) 80.2% (82.0%)
18 70.8% (81.8%) 80.4% (82.4%) | 80.7% (82.7%) | 80.0% (81.8%) 80.2% (R2.E%)
0 Fo.1% (GL.8%) T5.0% (62.4%) 75.1% (B1.6%4) B0.A% (B3.7%) TH.1% (B2.050)
23 78.5% (B2.0%) 79.8% (82.0%) THh.ET (B1.8F) T9.3% (82.5%) 79.0% (82.0%)
24 80.0% (82.5%) 79.1% (£3.0%) | 79.5% (82.7R) | 78.1% (83.4%) 79.2% (82.8%)
26 79.3% (62.7%) 79.1% (62.4%) | 7T9.8% (82.8%) | T&.4% (&8L.8%) 79.9% (82.8%)
25 78.5% (83.2%) 78.6% (82.2%) 78.3% (82.2%) 79.1% (82.2%) 79.8% (82.7%)
30 T9.60p (B3.675) Th.AY (B2.2%) Ti-T% (B1l.A%) TOA% (81.7%,) T8, 7% (82.8%)
a3 78.8% (83.2%] 78.1% (83.4%) 76.3% (82.4%) | 79.2% (83.a%) 79.0% (83.86%)
a4 TE.3% (82.9%) 79.3% (83.8%) 77.7% (82.2%) | 79.1% (83.3%) 75.8% (B3.6%)
ae 76.3% (62.9%) 79.0% (£3.6%) 78.1% (82.3%) | T&.8% (83.1%) 79.7% (83.4%)
a8 77.8% (82.9%) 79.0% (83.6%) | 78.4% (82.5%) | 7T9.0% (83.3%) 79.7% (B3.4%)
a0 FE.0% (65.47%) F4.0% (G5.6%%) Ta 6% (A5.1%) | T6.8% (BE.EW) T9.5% (B4.37)
45 78.6% (84.0%) 79.0% (83.6%) | 78.8% (83a%) | 78.3% (83.4%) 78.8% (84.1%)
ED 77.9% (83.4%) 76.8% (83.1%) | 78.4% (84.0%) 77.7% (83.8%) 77.5% (83.6%)
B 77.0% (82.5%) 75.8% (82.2%) | TT.TR (83.4W%) TT.IR (83.6%) 77.2% (83.2%)
60 77.0% (83.3%} 75.9% (81.8%) | 76.3% (82.4%) 77.5% (83.2%) 77.0% (82.7%)
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D.4 Experiment E.1.3

NLDA approach : Y = Af(X)

genaral paramsters
n of erignial space :
dimension of image space |

dimans

discriminated classce in on top LDA :

target drifi paramesters

a
-]
m

number of drift vectars |

146

az
16
146

o.%
0.3
i

backpropagation paramatars
number of discriminated targsts :

learning rate |
momantum |

number of hidden unite :

iterations i
target update after
sample sslection !

146 (onc per subphonem clams)

developement of class separability

140
o.0os

a2

randam

iterationin [1] ] Fl 3 4 B 3
=Tre [[_7.32% 3018 3.444  3.163  3.074  1.93% 1,827 )
| Qen Il _156.860 - - - - - 10,347 |
T ]
11X :
L :
Y, i
5 A%y ;
4 A : ; :
= 2 + I
3 e H !
p Fy
2 e=m—_ —_>
1 +
0 f + -
i} 1 2 3 4 _llteraﬂﬂm‘ [

word recognition perfomance on 12 speaker 48 sentence evalualion set

Weord Accuracy | %

L 1T Thcbiact ]

ac 5.0 10.0 0.0 30,0

1o 7TLER (T28%) [ 73.4% (76.3%) | 74.0% (75.6%) | 72.3% (75.2%)

12 T3.8% (75.4%) T5A4A% (77.4%) 75.8% (78.1%) 75.6% (78.1%)

14 75.0% (77.2%) 76.6% (78.6% 78.4% (80.0%) 75.0% (T7.9%)

16 76.68% (TE.8%) TR.8% (au.a%; T7T.9% (B0.4%) 76.1% ﬁn.o%]

18 TT.0% (79.3%) 78.3% (80.4%) 79.1% (81.1%) 7E.8Y (79.5%)

a0 77.8% (R0.4%) 76.1% (B06%) TR AT (B1.5%) TE.0% (79.9%)

22 78.3% (81.1%) 7T8.6% (B1.5%) 77.8% (81.1%) 77.3% (80.T%)

24 Te.8% (62.1%) 77.9% (81.1%) T8.4% (51.6%) 76.6% (A0.6%)

=1 76.8% (81.8%) T6.3% (81.5%) 75.6% (81.8%) T7.4% (81.1%)

28 79.0% (82.8%) 78.1% (81.3%) TH.AT (82.0%) TT.4% (81.3%)

an TH.0% (82.5%a) T6.45 (82.0%%) TH.6% (82.8%0) Tr.b7c (81.8%)

a2 TEST (81.8% 78.6% (B2.2%) 7u.0% (82.9%) 77.7% (82.0%)

34 75.1% (81.8%) TE.8% (82.8%) 78.0% (82.9%) T6.3% (82.5%)

3G 78.3% (82.0%) 7e.1% (82.9%) 78.8% (82.9%) 78.6% (82.9%)

38 TE.6% (82.4%) T8.8% (82.9%) 79.0% (83.1%) T8.3% (82.9%)

a0 Ta.87 (B2.5%) T8.1% (88.9%) T0.0% (83.1%] 77.6% (B2.5%)

4E TR.6% (B3.1%) To.0% (85.2%) T8.3% (82.5%) 7T.4% (82.2%)

50 Te A% (83.1%) 77.0% (B2.7%) 76.6% (81.8%) 76.2% (B1.8%)

.13 TE.8% (B2.5%) 76.8% (82.8%) Te.5% (81.8%) 75.2% (81.8%;

&0 75.8% (81.8%:) TE.29 (£2.2%) 75.6% (81.8% T4 2% (81.15)
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D.5 Experiment E.1.4

NLDA approach : Y = Af(X)

gonaral parameters backpropagstion parameters
dimension of erignial space : 33 number of discriminated targets 148
dimension af image space 16 learaing rate : 0.008
discriminated clamsss in an top LDA | 146 momentum : .8
target drift paramsters number of hidden onits 1 az
@ 0.9 itarations | 8
A 0.3 targel update after : &
m ot 1 sampls salection : random
aumber of drift veeiors : 14€ {(one per subphonem class)

developement of class separability

[[iseration{s) || [ 1 2 3 4 5 &
§ ;E 1 7330 2.646 2.078 1.9038 1.817 1.704 1.6R7
Cien 1" 15460 - - = = 5 10.258 |
BT 1 Y H
TIN :
o %, .
146 & A
5
b
4 5 ?
3 i ‘ :
i H i
2 . l——c < -
0 i ——
0 1 2 3 4 flieranons 3

word recognilion perfomance on 12 speaker 48 sentence evaluation set

| Il Tlicblact ]

ac 10.0 20.0 30.0 40.0

10 74.0% (75.8%) TE.E% (77.5%%) 73.8% (75.6%0) B1.5% (62.77%)
12 T4.3% (T6.1%) 75.4% (77.4%) 72.2% (76.8%) 63.3% (84.3%)
14 74.8% (76.6% T6.6% (Ta.8%) 75.4% (T7T.5%) 63.3% (64.9%)
16 75.0% tTT‘l‘ﬁg TEAT (T8.4%) 75.8% (78.3%) 62.2% (64.7%)
18 TT.O% (79.8%) | TT.A% (80.2%) 77.2% (T9.9%) 62.3% (66.1%)
20 T A% (A0.4%) T7.2% (80.4%) 3% (n0.0%) 63.8% (66.7%)
22 7T A% (80.2%) | 77.2% (80.6%) 76.8% (T9.T%) 64.2% (67.2%)
24 76.6% (80.0%) 77.2% (80.8%) 77.0% (79.8%) 64.0% (87.9%)
2 78.8% (80.0%:) | V6.5 (80.4%) | 76.5% (Te.TH) £2.2% (87.4%)
28 75.8% (80.4%) | 76.3% (80.2%) | 76.8% (70.9%) 61.7% (67.6%)
a0 T5H.9% (80.4%) 7685 (B0.7%%) 77 A% (BO.7T70) 61.3%, (67.600)
az T4.TH (T9.9%) T7.0% (81.1%) 77.2% (61.3%) 61.0% (67.4%)
B4 T4.7% (78.9%) 76.8% (B1.1%) 77.2% (01.3%) 60.4% (87.2%.)
a6 T4.7% (R0.0%) TE.3% (80.7%) 75.6% (80.2%) 81.0% (68.1%)
a8 T4.7TH (80.0%) 75E.8% (80.6%) TE.8% (BO.2%) 60.4% (66.4%)
40 T3.8% (78.0%] | TEO% (A0.6%) TA.0% (70.0%) 60.4% (66.4%)
45 72.7% (T9.0%) | Ta.6% (78.0%) 75.8% (75.7%) 58.8% (87.7%)
5o To0.8% (774%) | TL3% (TT.5%) 72.0% (78.3%) ET.4% (87.0%)

133 70.8% (77.7%) Fia% (78.3%) 70.9% (T7.8%) 54.7% (65.4%)
G0 B9.E% (77.4%) 70.89% (78.4%) 68.8% 76.1%) 52.0% (64.3%) !
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D.6 Experiment E.1.5
NLDA approach : Y = Af(X)

genaral parameters backpropagation paramesters
dimension of orignial apacs 3z number of discriminated targets : 146
dimansion of imags apace | 18 learning rats ; 0.008
discriminated tlasscr in on top LDA : 146 momasntum 0.9
target driflt parameters sumber of hidden units : az
a o.m itarations | &
A .4 target updatc aftar &
L 1 samplc salaction | random
number of drift vectorr : 146 (onc per subphonem class)

developement of class separability

[iteration(s] | [1] 1 2 3 4 b 3 ]
[ Sh4e 1| 7.338 2.441 1.978 i.781 1.751 1.605 1.575
| Qen Il _16.860 - - - - - 10,132 |
87
7 s
A i
e 146 6
5 H
5
Y
4 \\ i ¥
3 N § T
4 L ; i
1 L ; 1 ' Q
0 T i ———
0 1 2 3 - tueranons ¢

word recognition perfomance on 12 speaker 48 sentence evaluation set

2 11 THehiact
ac 10.0 20.0 30.0 40.0

10 T6.1% (T6.5%%) TE.1% (78.30%) 78,69 (76.00) 7B.4% (B0.0%:)

1z 77.0% (7T9.0%) 7T A% (T9.5%) T8.1% (80.0%) 78.3% (80.2%)

14 79.0% (R0.6%% 78.1% (80.4%) 78.4% (B0.4%) Th.1% (B0.2%
18 79.0% (R0.8% 74.8% (81.3%) 79.1% (81.3%) T8.8% (80.8%
146 78.8% (BLAW 77.7% (80.9%) 79.0% (81.3%) 7T8.5% (81.8%)
20 78 A% (81.1%] 7780 (BU.BF) | TE.4% (B0.9%%) TE.3% (80.7%)
22 74.8% (81.5%) 78.3% (81.8%) 79.0% (82.0%) T7.9% (80.7%)
24 76.1% (80.9%) 781 (81.8%) 78.7% (82.9%) T6.4% (81.5%)
2 7TA% (81.1%) | 77.0% (B1.6%) 80.0% (82.2%) TE.4% (BL.ER)
28 TrA% (81.%) 77 AR (82.0%) 7H.7% (B3.1%) T9.8% (82.7%)

30 T7.0% (81.1%) TT.4% (B2.0%%) T6.4% (82.7%) Th.B% (AZ.500)

az 77.0% (Bl.a%) TT.O0% (81.8%) 78.0% (81.8%) 78.3% (B2.4%)

34 TE.8% (80.8%) 76.6% (81.8%) 77.4% (82.5%) TE.E% (B1.89)

38 T6.5% (81.6%) TEET: (81.5%) 76.3% (82.0%) 76.3% (B1.1%)

38 76.6% (B1.8%) 7E A% (81.8%) TE.ER En:.ﬂ',] 73.8% (80.2%)
2.0

40 TE6.8% (B1.8%) 75.0% (BL.6%) TE. A% 1] T3 A% (80.2%)
45 74.2% (81.6%) T2.T% (T9.9%) 72.0% (BO.4%) 72.0% (80.6%)
&0 74.0% (61.8%) 72.7% (80.0%%) 72.0% (80.2%) 70.1% (78.4%)
BE 73.9% (80.9%) 68.7%. (TB.4%) &7.9% (77.0%) 66.3% (T6.8%)
&u 70.6% (78.3%) BB (7TR.8%) 66.7% (75.9%) en.4% (7T5.2%)
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D.7 Experiment E.2.1

NLDA approach : Y = Af(X)

genaral paramaters

backpropagalion paramelers

dimension of orignial space : a2 sumbaer of discriminated targets : B0
dimension of image space : 16 isarning rate : o.o08
dizcriminated classss in on top LDA | 146 momentum 0.8
target drift parameters number of hidden units : 32
at 1.0 iterations : &
B 0.0 target update after : &
m o 1 sample salaction : random
number of drift vectors : 50 (one per phonem class)
developement of class separability
[ staration{s) || ] 1 F] 3 4 B & |
9146 [_s.580 B84 B34 4834 4704 4.665 __ 4.B86 |
Cnn I 13.796 - - - = = B854 |
10 ! i H i 2 x 2
Q 14 ad\\ ; ; ;
6 \n .
e —— ; :
4 b1 *
I H
2 * T -
[i} A \
. 2 3 4 Ileranans

word recognition perfomance on 12 speaker 48 sentence evaluation set

{ 1] THcbiacl ]
ac B.0 10.0 20.0 0.0
10.0 64.8%, (85.2%) 74,29 (75.0%) T6.50: (76.8%) TE.O% (77.0%)
12.0 67.4% (68.1%) | 74.3% (75.a%) TE.ER (T7.7R) 76.4% (76.6%)
14.0 69.3% (70.1% T4.5% (75.6%) 76.5% (78.4% 75.9% (78.8%)
16.0 70.4% (fﬂ.u‘ﬁg T4.8% (76.1%) 77.2% (7T8.8% TE.A% (TT.A%)
18.0 F0.9% (74.2%) 78.6% (77.5%) TT.0% (TT.TR) 76.3% (77.9%)
20.0 T2 (7430 TE.8% (77.8%:) T6.8% (T8.8%) | TE.6% (78.3%)
22.0 72.7% (74.3%) 76.1% (TT.8%) | TT.OW (T9.0%) | 7Te.s% (7R.A%)
24.0 T2.5% (T4.5%) T6.1% (77.9%) | T7.4% (7TR.9%) 76.1% (76.4%)
26.0 72.8% (75.0%) T6.5% (78.4%) | TT.E% (80.2W) THAT (Th.AT)
26.0 72.5% (75.0%) 76.1% (78.3%) 7T (18.7%) T6.8% (78.0%)
30.0 TE.1% (75.6%) 76,0% (78.4%) T7.2% (BD.E%) Fh.60, (75.8T%)
2.0 73.1% (75.0%) | T6.8% (70.1%) | TT.AT (AD.7TH) 75.8% (79.3%)
34.0 72.9% (7e.6%) | 70.a% (7R.A%) 77.7% (81.1%) T6.8% (R0.0%)
s6.0 73.1% (76.8%) | TTA% (B0.2%W) | TTAR (AD.9%) 76.6% (80.2%)
3B.0 72.4% (75.4%) 77.4% (78.7%) 78.1% (80.9%) 77.0% (80.4%
40.0 717 % (74.9%) TeaY, (T6.5%) TH.1% (B0.9%) EE-L A (u““?'}“"n.u 3
42.0 T1.9% (74.8%) | 77.0% (T9.TR) IR (80.6%) 77.3% (80.4%)
44.0 71.8% (76.2%) TE.8% (79.8%) 78,1% (B0.9%) 77.0% (80.8%)
46.0 T2.0% (75.4%) | 76.5% (78.5%) 76.8% (B0.8%) 75.9% (79.8%)
48.0 71.0% (75.2%) 76.8% (T9.T%) 76.1% (A0.6%) 75.8% (76.0%)
E0.0 T1.5% (75.0%) 74.5% (T&.8%) TEAG (78.700) TE. A% (79.0%)
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D.8 Experiment E.2.2

NLDA approach : ¥ = Af(X)

gcnarsl paramieiers
dimension of orignial space :

dimension of image space :
discriminaicd clamsss in on top LDA

targe: drifl paramasters

- 3
A:

L

number of drift vectars :

146

32

16
i 146

o.9
a.1
1

backpropagation parametiars

number of discriminated targets :

learning rate :
momentum :

mumber of hidden units :

ilarations |

target update after ;
sampls sslaction :
B0 (one por phonem class)

developement of class separability

0.008
0.9

a2

random

[ serationia; ] ] 1 2 3 4 3 6 ]
=TT [T_&se0 EBT0 4660 4301 4014 3.816 5733 |
=17 I 13.7% = - = - - 7487 |
9 T
Q i H i
S'F\ F &
? :
6 T
y o
4 i —— 3
3 : .
2 T -
0 1 2 3 4 5

ierations

word recognition perfomance on 12 speaker & sentence evaluation set

Word Accuracy | %

[ I THeblact ]
ac 10.0 20,0 30.0 a0.0
10.0 72.7% (TiaW) 75.2% (76.3%) T6.35 (77.7%) 75.0% (76.3%
12.0 74.2% (Th.2%) 76.8% (T7.48%) 76.5% (77.9%) 761% (77.2%)
14.0 75.6% (76.8%) 7e.8% (77.7%) 7T A% (T6.8%) TT.4% (T8.4%)
18.0 77.0% (78.3%) TT.2% (78.4%) TT.A4% (T8.6%) 77.5% (78.8%)
18.0 78.3% (T.5%) T7.7% (79.1%) 78.1% (79.3%) 76.1% (80.6%)
20.0 TR AT (B0.4%) 7u.7% (81.1%) 78.8% (80.4%) T8.7% (81.1%a)
22.0 78.4% (80.6%) 80.A% (&82.0%) a0.4% (81.8%) 80.2% (81.4%)
24.0 78.3% (B1.6%) BO.TR (B27.4%) 78.7% (82.2%) 79.5% (R2.0%)
26.0 79.9% (82.2%) A0 7% (Bu.5%) 70.7% (42.2%) 79.7% (82.2%)
28.0 80.0% (82.4%) B0.9% (82.7%) 78.8% (82.4%) 79.7% (82.2%)
30.0 BU.E% (A3.1F) BL.1% (B2.0%) wo.4% (83.1%) 75.5% (42450
32.0 BO.0% (82.5%) 80.0% (82.5%) B0.6% (83.8%) 80.0% (82.8%)
34.0 75.9% (82.7%) TH.7% (82.5%) 80.9% (B4.0%) 80.0% (82.9%)
8.0 79.9% (R2.8%) E1.3% (84.1%) B0.4% (83.8%) BO.E% (83.4%)
a8.0 78.9% (82.9%) B0.9% (83.8%) 80.2% (85.4%) B0.8% (84.1%)
40,0 78,770 (B2.9%) U.4% (83.6%) 80.2% (83.4%) 80.2% (B3.4%)
45.0 70.1% (#2.0% 79.3% (82.7%) 79.5% (83.4%) T8.E% (82.4%)
50.0 79.0% (83.4% Ta.1% (A2.7HR) 78,1% (82.5%) T6.1% (A2.5%)
5E.0 76.3% (81.8%) 7R.3% (82.7%) TT9% (61.8%) 78.1% (82.4%)
&0.0 T7.2% (80.9%) 78.1% (82.2%) T7.8% (81.8%) TEA% (82.4%)
L% 55 I 0 S T N 3 5 T e,
58 oy o P 1 H i T Gl T DO S
: t - i i ol =T TRebfact 100 |[iuem
86 , H + g T t G H : - TRebfact 200 7 '
- i [ i 5 —%—  TRchiac: 300 .
— B w  TRcbfact 400
82 et e
i ; - t
80— : L iy
te ! 1 R R Z
TR Hrererorrndrienans resy i4sads { sy i 1 1 : ki
b (O 1 3 ’ : H F
T 3 UL | i et : : oo | R
L o o S ] § : 1 ; 1 T _:
H T + 1 i
74 Lok { ; H : bk
A B R 0 L : o
72 ! 1 : i : : =
70 i : e e T —
6 10 14 18 22 26 30 34 3% 42 46 S50 54 58 &2
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D.9 Experiment E.2.3

NLDA approach :

'}f

= Af(X)

genaral parameters

dimenx

dimension of image space |

targsl drift paramstsrs

o |
A

m i

number of drift veciors :

146

W LA h =~ e D

L5

backpropagation paramstars

n of orignial zpace : &2 number of diseriminated targsts BD
1o learning rate : 0.008
discfiminated élasses in an top LDA : 146 Momentum | a.9
number of hidden units | az
0.9 iterations : ]
0.2 target update afier | &
1 ssample sslaction : random
B0 {(one per phoncin class)
developement of class separability
[iteratioals] ] o T k] T L] E [
[4] [ ®.560 4.510 4,116 S.A42 5804  BB834  B815 |
nr [ is.7ee - - - - - 7.00% |
q H i f [
N 3 :
b, H i :
Y H H i
hY 1
N
\)‘-ﬂ'_.__-,h__
. — e
' v 4 b 4
2 - - :
o 3 4 ; .
1 2 ileraaons

word recognition perfomance on 12 speaker 8 sentence evaluation set

Word Accuracy | %

BE

86

B2
80
78
76
74
T2

70

[ 11 TRebfact |
ac 10.0 a0 30 40
10.0 T0.6% (71.8%) | 72.9% (7T4.8%) | 75.8% (75.2%) 74.2% (75.6%)
12.0 T24% (T3.4%) | T2.7% (T4.9%) | 74.5% (7e.5%) 74.3% (75.8%)
14.0 74.7% (76.5%) 74.2% (76.1% 75.8% (77.7% 7E.8% (77.9%
18.0 T5.4% (77.2%) 76.1% (76.1% 76.1% (78.4% 76.8% (79.3%
e || 72.6% (77.7%) | 76.5% (7ha%) | 76.0% (79a%) | 77.2% (78.7%)
20.0 75.8% (77.8%) 77.7% (80.2% 77.3% (79.7%) T7.2% (78.9%)
2.0 T4.9% (76.3%) 7T % (&D.d%; TT.5% (80.6%) T7.8% (B0.7T)
24.0 74.7% (TB.1%) 77.7% (B0.6%) 77.8% (80.9%) T7.7% (R0.7T%)
26.0 TE84% (78.0%) | 7e.4% (81.8%) | 77.9% (80.9%) 77.9% (81.3%)
28.0 TT.2% (80.7R) TE.8% (82.0%) TT.0% (81.3%) TT.9% (81.3%)
30.0 || 77.0% (80.7%) | 76.3% (83.5%) | 76.4% (BL.8W) | 77.5% (BL.3W)
320 || 77.2% (80.0%) | 78.4% (82.0%) | 77.4% (814%) | 7ea% (n2.0%)
34.0 76.8% (B0.6%) 77.9% (81.B%) 77.4% (81.8%) 77.2% (81.5%)
36.0 77.2% (80.8%) | 77.7% (81.5%) | 77.4% (81.8%) 77.2% (81.5%)
8B.0 77.8% (81.3% 77.5% (81.1%) | 77.0% (81.3%) 77.3% (81.5%
40.0 TE.5% (BL.EW 7730 (BL.1%) | 77.0% (S1.8%) T (u:.a?.lf‘
4s5.0 76.5% {R0.9%) 7E.A% (RO.4%) 77.0% (81.5%) 76.3% (81.5%)
0.0 74.7% (R0.0%) 75.6% (80.2%) 75.8% (80.7%) 75.4% (80.7%)
E5.0 73.6% (79.0%) | 75.2% (80.2%) 74.7% (80.2%) 75.0% (B0.8%)
&0.0 72.0% (7h.4%) 72.7% (79.0%) 74.0% (78.9%) 73.3% (78.3%) |
; | i i i : : O S O O
G i ! i i H IS 7 I
- : o froversoend =0 TRebjac 10.0
T i T |—=—  TRebjaci 20.0
- : === THcbfacz 30.0
i bd TRebfact 40.0
] £ V4 i
P 3
i ; LN d i
Fs—t : ——
6 10 14 18 22 26 30 34 3E 42 46 S0 54 5B
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D.10 Experiment E.2.4

NLDA approach : Y = Af(X)

genaral parameters backpropagation parameicrn

dimension of orignial space : az sumber of discriminated targels : L]
dimesnion of image space : 18 learning rate : 0.008
discriminsted ¢la in on top LDA : 148 momantum | 0.9
Largst drift paramet number of hidden units ; 33
o | 0.8 iterations : &
A 0.3 targel npdate after ¢ &
m 1 mample sslection : random
Bumber of drift vectors : B0 {(one par phonem clans)
developement of class separability
[ ireration(s) ]| 0 1 2 & 4 B [ ]
[ Si4s [[ &.56c 3,803 5.800 BRI 5,804 3371 s.020 |
(= 113,786 - - = - 5 G.724 |
9 q : : I i
8 i : +
o 146 hY 3
7+ -\ 4
X H ¥ ’
[ LY ” "
h: i . ;
5 Y ¥ F
A R
4 o, ==
3 :
2 1 - - _!
1] 3 4 . ;
X 2 Herationy

word recognition perfomance on 12 speaker /8 sentence evaluation set

Weard Accuracy ! B

= I 1 Rebiact Lo i
ac — . 10.0 0.0 B0.0 40,0

10.0 T53% (7407 75.0% (76.35%) TT A% (76.3%) T.T7 (Th.A¥e)
12.0 75.6% (TE.3%) 77.2% (78.3%) T8.8% (TR.8%) 78.1% (79.0%)
14.0 Te.8% (77.8%) TT.7% (79.0%) 80.7% (81.8%) 80.2% (81.3%)
16.0 T7.9% (78.8%) TE.3% (72.7%) 80.9% (&82.2%) B80.6% (81.6%)
18.0 76.0% (80.4%) TAAYW (79.7%) 80.9% (82.5% 80.2% (81.6%
20.0 78.1% (BU.6%) | 78.3% (79.9%) m.:%"?‘u.u%% TB.DV;HE.WJ_H
22.0 79.7% (81.8%) 78.9% éal.a‘n) 20.4% (82.5%) T9.9% (81.5%)
24.0 78.2% (81.3%) 74.9% (81.6%) BO.7% (B2.2%) 78.7% (81.6%)
26.0 78.3% (&1.3%) 78.7% (81.8%) TU.9% (81.8%) 78.7% (82.2%)
28.0 Ta.8% (80.9%) TE&.1% (80.9%) 7E.8% (B1.E®) 79.9% (82.7%)
30.0 TE.AY (RD.7%0) T7.7T% (B0.7%; TH.E% (BL.EW:) iu.'Eﬁu_ﬁi_lz.! |
az.n 78.6% (BO.9'%) 77.9% (81.6%:) TEAY (81.8%) T8.8% (82.9%)
34.0 75.8% (81.6%) 76.8% (81.1%) T64% (82.0%) 79.9% (83.1%)
38.0 T8.2% (B1.1%) T6.EF (81.1%) 78.0% (81.8%) 79.0% (82.7%)
as.0 T7.5% (80.8%) 76.5% (81.1%) T8.1% (82.0%) 78.0% (82.9%)
40.0 76.8% (79.9%) TE.R% (B1.5%:) T7.9% (81.8%) 78.3% (B2.7%)
15.0 TE.A% (79.0%) 75.8% (K0.7T%) 76.6% (81.8%) 7T A% (82.4%)
80.0 74.7% (78.8%) 76,3% (81.6%) TEER (B1a%) 76.5% (82.0%)
Eb.D TEAR ("»l%z 7E.0% (81.5%) 74.2% (80.2%) 75.2% (8L.0%)

1_so.m 72.4% (77.4% 74.3% (81.1%] T1.7T% (79.0%) 74.2% (80.8%)

Tkebfas: 100
TRebjact 20.0
TRebfac: 300 e

TRebfact 40.0
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D11

NLDA approach : Y = Af(X)

genaral parameters

Experiment E.2.5

backpropagation paramesters

dimension ef erigaial space : a2 number of diseriminated Largets &0
dimension of image space : 18 iearning rate : 0.008
discriminated classes in on top LDA | 146 momentum : 0.9
targel drift paramelcrs sumber of hidden units 1 a2
&z 0.9 iterations : &
- 0.4 targst updsts after : &
™ol 1 sample selection ¢ random
number of drift vectors : ED {one per phonam class)
developement of class separability
[Titecation(s) | [ 1 2 ] 4 B [] ]
| &i14n [1 8.560 3.541 3.608 3.42% 3387 A,285 3.334 |
=TT 1| 13.79¢6 - - - - - G.444 |
9 1 H
¢ —
Q 146 2 \'\ I :
5 H H
6 -
5 \\
4 b : :
: R R R
2 - ; —
0 ; % 3 4 iterations
word recognition perfomance on 12 speaker {8 sentence evaluation set

L

TReblact

)

ac 5.0 10.0 20,0 B0.0
10.0 75,605 (76.506) T7.3% (76.6% TTT % (78.1%) 77.0%c (78.8%)
12.0 77.2% (T7.7%) T8.4% (79.9% T8.4% (BO.0%) 78.3% (80.0%)
14.0 TEA% (Tu.3%) 78.6% (80.2%) 78.4% (B0.7%) 77.7% t'rms%';
16.0 TE.1% (79.8%) Ta.8% (B0.6%) TR.A% (R1.1%) 76.3% (78.0%
18.0 77.8% (78.1%) 79.0% (80.7% T8.4% (80.T%) T78.8% (T9.8%)
20.0 TH.0% (80.7%) T6.5% (809 T BV (7000 FA.B00 (Th-1%%)
22.0 TH.8% (AO.E%) TRAT (81.6%) 77.6% (80.8%) 74.3% (78.4%)
24.0 78.3% (80.2%) 77.0% (B1.1%) TT.7% (B1.B%) 75.2% (79.8%)
26.0 77.0% (80.25) 77.3% (80.9%) 77.8% (B1.3%) 75.0% (78.3%)
28.0 77.5% (80.0%) 77.0% (80.9%) 76.8% (81.5%) 75.0% (80.0%)
30.0 76.3% (Tu.8%) TenY. (AO.TT5) T6.6% (BL.5%) T4.590 (79.7%)
3z.0 75.6% (76.1%) 74.8% (T8.1%) 75.6% (80.7T%) 74.8% (TU.1%)
34.0 75.8% (79.3%) T4.2% (78.8%) 75.4% (80.6%) 73.3% (79.0%)
as.0 74.8% (79.0%) 74.0% (75.1%) 74.3% (79.8%) 72.8% (78.8%)
38.0 74.2% (78.8%) 73.1% (T8.8%) 74.2% (80.0%) T1.7% (78.1%)
40.0 TA.0% (TB.6%) 74.3% (78.7%) 73.0% (79.0%) TO. 3% (T7-0%)
45.0 72.9% (79.1%) T8N (75.6R) 70.9% (77.5%) 6a.0% (76.1%]
s0.0 T1.8% (76.6%) 6a.6% (76.0%) 65.3% (77.2%) 68.68% (76.1%)
85.0 701% (77.2%) 67.0% (75.8%) BE.1% (T4.9%) 82,99 (72.2%)
&0.0 B8.1% (768.8%) 84.5% (74.5%) 64.3% (72.9%) 61.7% (71.7%)
80 ; I ! B O T, Y I A U N R
T I Tk T |
88 : E : } | —
: + ; : o TRebfact 5.0 ot
RS i Tl —— TRebjatson [T
w 24 i $eed —®—  TRehjact 200 i
— H H 4
e [ —
Q\ 8 . TRebfaci 300 :
5 : :
= 80 ; :
= e e :
b 78 D i3
= Fack
= % L y -
o \“ e B t 3
14 = i 2 :
T ? T ;i
7 + N enesl 5
i R By H
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=

85



D.12 Experiment E.3.1

NLDA approach : Y = Af(X)

gonaral parsmeters backpropagation paramsters

dimeasion of orignisl space | a2 mumber of discriminated Largets : 148
dimension of image space 16 lsarning rate : 0.008
disoriminatcd clasess in op top LA | 146 MOomMeERtUI | 0.8
targel drift paramsters mumber of hidden units | a3
@z 0. iterations : &
- 0.1 target update after : &
m 1 sample salection randoem
number of drift veciors : B0 {onc per phonem claas)
developement of class separability
[iteration(s) [] L 1 2 3 4 5 & |
[ Q146 7338 4026 Si3& _57ar 3411 5936 s.ip |
|_Qan 1| is.a80 - = - - - ¥.501 |
T i
TN ¥
o 46 ¢ 5 :
\_\ i
5 < \ 1‘, 2
4 Oz
3 e :
¢ 3
2 R
1 !
0 T T
0 1 3 4 ’ .
2 4 lerations s

word recognition perfomance on 12 speaker 48 sentence evaluation set

[ 11 ‘I’R:hl.:t_ ]
ac 10.0 0.0 — &0.0 A0.0
10 80.2% (B1.3%) | 75.3% (80.8%) | 77.9% (75.0%) | B80.3% (BL.EW) |
12 80.2% (B1.8%) 80.4% (81.1%) 11.1% (82.5%) BLAT (82.7%)
14 81.3% (82.8%) 80.3% (82.4% 22.0% (83.1%) B5.6% (R4.7%)
16 21.3% (82.8%) 80.7% (82.3% a3d% 534.5%; 83.1% (A4.7%)
18 81.3% (B3.1%) 8z.5% (84.3%) E5.2% (B4.8%) B2.5% (B4.5%)
a0 al.e% (83.6%) az.5% (at.E'ﬁ; E1.A% (B4.9%) 82.2% (B4.1%)
az 81.1% (83.2% 82.4% (84.3% 82.7% (84.7%) 82.5% (84.8%)
24 81.5% (B3.8% 83.2% (85.2%) 82.5% (84.5%) B2.5% (#4.8%)
26 80.4% (83.3%) | B3.4% (85.4%) 82.5% (84.7%) 82.4% (84.5%)
a8 BO.6% (83.4%) | 82.7% (85.2%) | B2.7% (84.8%) | B81.6% (84.0%
30 B0.9% (B5.8%) | A3.1% (B5.6%) | B2.4% (B4.8%) n;.n?‘[‘""%{_. B4.1
az B81.3% (84.0%) | 82.7% (8E.2%) 82.5% (85.0%) 81.1% (83.6%)
34 81.3% (84.0%) 52.8% (A6.6%) 81.8% (84.8%) BO.9% (83.4%)
36 80.5% (B4.0%) | 81L.E% (84.3%) a0.8% (R3.6%) 80.0% (B2.7%)
a8 81.3% (84.8%) | 81.3% (84.1%) | s0.0% (83.2%) 79.9% (A3.1%
40 BO.6%. (64.00%) | 79.8% (83.2%) | 78.7% (B3.4%) 75.0% (B5.1
45 79.0% (83.1%) | 78.7% (8n.8W) v5.8% (83.4%) 80.0% (83.6%)
B0 78.3% (82.4%) T7.A% (82.7%) 76.3% (82.9%) 78.8% (B5.8%)
3.4 76.8% (82.2%) 76.2% (81.B%:) TTT% (BLTR) 77.3% (82,59}

60 T6.3% (81.8%) | 75.9% (#0.8%) 76.6% (83 4%) 76.8% (82.9%)
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D.13 Experiment E.3.2
NLDA approach : ¥ = Af(X)

genaral paramsters
dimension of orignial apace |

target drift parametars

- 2
-
m o

number of drift vactors :

word recognition perfomance on 12

Word Accuracy | %

146

O = B W B W Oy~

backpropagation parametors

a3 number of discriminated targets 1 146
18 izarning rate : 0.008
1 148 momentum : 0.9
number of hidden onits : az
0.9 iterations : L
0.2 target update after : G
1 samplec seicction : random
80 (one per phonam clas)
developement of class separability
[Clterationis) || 4 1 2 4 5 6 ]
[_7-3z% 3.513___ 3.816 3476 3,207 3.036 __ 1.BB4 |
i 1l 1s.880 - - - = - LB18 |
1 T H T
5 : i
- +
% s
4 oy ;
1 e ¢
; 4
2 . i
i ! gl # 4 ierafions

speaker 48 sentence evalualion sel

[ NS THebiact |

ac | 16.0 30,0 30,0 30.0

10 7759 (79.0%5) T6.1% (T7.5%) | T7.TH (T8.1%) TT.5% (70.00)

12 76.0% (80.4%) TTA% (T6.8%) | T9.5% (80.6%) 79.7% (80.7%)

14 81.1% (82.8%) ThAT (T9.9%) 7%.7% (80.9%) 79.8% (80.8%)

18 80.2% (82.2%) TE.A% (AD.2%) B0.2% (B1.5% B0.2% (81.5%)

16 80.0% (82.4%) 78.6% (80.4%) | 79.5% (8l.8% 79.3% (81.1%)

EL B0,2% (B2.5%:) T8.6% (80.4%) | 79.1% (61.8%) TH. 7% (62.0%)

22 78.8% (82.4%) | 7Te.8% (80.9%) | Tu.a% (81.8%) 80.0% (82.5%)

24 79.7T% (82.5%) 79.1% (R1.5%) 78.7% (82,0%) 80.0% (83.5%)

26 79.7% (82.7%) | 78.8% (81.3%) 80.0% (82.4%) 80.7% (83.2%)

28 B0.6% (83.6%) | 79.E% (82.0%) £0.0% (R2.8%) #0.6% (63.1%)

30 Te.9% (A3.4%) 80.7% (B3.3%) E0.0% (82.8%) B0.6% (B3.1%

33 79.7% (83.2%) | B0.T% (83.2%) 79.7% (82.2%) A0.6% (83.1%)

84 70.3% (82.9%) | 80.7% (83.3%) 80.0% (82.5%) 81.3% (83.8%)

36 78.0% (82.7%) | BO.TH (83.8%) 80.2% (82.7%) 81.5% (84.0%)

28 78.8% (B2.5%) B0.9% (83.8%) 79.5% (R2.4%) 81.1% (83.6%])

40 TE.B% (B3.4%%) BO.60% (65.6%4) BO.6, (B3.1%) B1.1% (B3.4%0)

L TT.A% (82.0%) | 79.5% (H3.4%) 78.7% (83.4%) 78.7% (83.4%)

50 77.8% (82.7%) | 7e.8% (82.5%) 79.3% (83.1%) 78.0% (83.9%)

-1 TEEY (B1.8%) TT.I% (B2.2%) 77.7% (82.0%) T81% (82.4%)

&0 75.6% (81, 6%) | 77.9% (83.2%) 76.8% (B1.8%) T7.8% (82.0%)
90 v T 7

i : i i T O e S O,
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D.14 Experiment E.3.3

NLDA approach : Y = Af(X)

Esnaral paramelers backpropagation parametsrs
dimension of orignial space : az number of discriminated targets : 146
dimension of imsage space | i6 laarning rate | 0.008
diseriminated classes in on top LDA : 146 momeantum | 0.9
targel drift paramsters number of hidden unitas : a2
a: 0.8 iterationr : &
[ a.3 target update after : &
m i 1 sample selection : random
numbsr of drift vectors ; ED (ons per phonem clams)

developement of class separability

[ iteration(s) [T [ 1 2 3 4 B [3
T 733% 3.208 2686 2.167 1.872 1.8858 1.874 |
I _1i=.880 - 7 = = = B.ORE |

Fo
o

4 T - T T T
7 + ; ! *
0 4
146 : £
g i ] :
3 5 1
i H '\_\ +
3 s :
2 $ = = Illllln-(": . Cr -
1 ? ;
o + ;
9 1 2 3 4 * lterations ©

word recognition perfemance on 12 speaker 48 sentence evaluation sel

[ IT TRebInct ]

ac 10.0 0.0 30.0 d0.0

1o TEAY (7TT.4%] T5.0% (77.0%) T4.9% (76.87) TO.R%% (72.7%)
12 TT.0% (7T8.8%) | 77.2% (78.8%) TT.0% (78.6%) 72.7% (74.3%)
14 TTA% (79.3%) 76.8% (79.0%) 77.0% (78.8%) 73.4% (75.0%)
16 76.8% (79.3%) 77.2% (79.5%) 76.6% 579.1‘9;) 75.2% (76.8%)
18 T7.0% (79.3%) 77.4% (79.5%) 76.8% (78.6%) 76.8% (78.4%)
a0 FF A% (78-77%) 7T AV (T9.8%) T6.8% (79.0%%) 76,670 (76.60a)
22 78.3% (80.7%) | 76.8% (T9.8%) 76.6% (79.1%) TE.EF (Th.A%)
34 78.0% (61.1%) 76.6% (79.5%) TE.B% (T9.0%) 77.0% (78.1%)

26 78.4% (80.9%) 77.2% (80.0%) TT.2% (79.5%) T7.6% (79.39)
EL 76.4% (80.9%) TT.E% (BD.4%) 76.3% (T9.0%) 75.9% (78.3%)
EL ThA% (B0.8%) | 77.0% (B0.0%) | 76.6% (78.3%) | 75.9% (7&.3%)
3z 79.0% (&81.8%) 75.8% (78.5%) T6.8% (TO.ER) 76.1% (78.6%)
a4 76.4% (81.0% 78.8% (T9.8%) 76.6% (75.5%) TE.BY (TE.8%)
an 78.8% (8L.8% TTER (01a%) 76.8% (79.9%) 75.8% (78.0%)
38 TTO% (81.3% 7T 4% (BL.1%) TEAF (78.1%) 75.6% (75.1%)
40 7e1% (81.E%) 76.85: (B0.9%) TE. AV (70.3%) TEAY; (78.8%)
4 7T A% (81.6%) TT.2% (81.3%) 73.8% (78.8%) TE A% (T9.8%)
50 77.0% {81.8%) 74.9% (80.2%) 73.1% (TE.6%) 74.3% (78.8%)
a;J 75.2% (80.4%) T34 (79.9%) 70.2% (77.5%) T3.1% (78.8%)
L6 T1.E% (7669 69.0% (17,0%] 67.6% (75.8%) 72.5% (78.6%)
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D.15 Experiment E.3.4

NLDA approach : ¥ = Af(X)

genaral paramasters BacKPropagation parameters
dimension of origuial space ; az number of discriminated targets | 146
dimension of image space | 16 isarning rats : 0.008
discriminatad classss in on top LDA : 148 momentum | 0.
targel drift parameters number of hidden units : az
o 0.9 itcrations ! L
a: 0.4 target update sfter : 6
m: 1 sample seicetion | random
sumber of drift vectors | B0 {one per phonem class}

developement of class separability

[Titeration{s] || i 1 = 3 4 B & |
[ S1ag I_7.8as ___a.818___ a.470___ 3.01v ___ 1.943 _ 1.BAO___ 1.88E |
F ” 15.860 = = - - - 7820 |
L
7
Q B
146 b Y
6
B
5
4 \\‘
: \M'a!-(
2 TR e e, ~y ’
1
0
4 5 y
0 . 2 3 uerations

word recognition perfomance on 12 speaker {8 senlence evaluation sel

L Il THcbiact |

ac 10.0 30.0 30.0 40.0
10 T6.5% (78.3%) | 70.1% (80.3%) | 77.8% (79.0%) | 78.1% (79.7%
12 TE.E% (TA.A%) | TT.YR (TO.ER) | TT.EW (T9.a% 78.8% (T9.0%
14 77.0% (79.0%) | T7T.7% (79.7%) | 7TA% (n.:%% 77.7% (T9.4%)
18 76.5% (T8A%) | 78.4% (B04%) | 7T.7% (79.3%) | TTA4% (79.1%)
18 76.6% (78.6%) | 78.1% (80.2%) | 781% (80.0%) | 77.2% (78.a%)
0 T6.8% (76.1%) | 7E.1% (B0.2%) | 77.7% (76.7%) | 78.0% (B0.4%)
22 76.6% (79.0%) | 79.0% (81.3%) | 77.4% (79.5%) | 7e.a% (81.3%)
24 75.8% (78.6%) | 7Taa% (81a%) | 7T.7% (7%.3%) | 7R.0% (81.3%)
26 76.5% (79.1%) | 79.1% (8L.EW) | 7£.3% (B0.4%) | 79.2% (81.5%)
28 76.6% (79.8%) | THA% (01.1%) | TT.IR (80.4%) | Ta.8% (80.9%)
I .00 (79.0%) | T6.1% (B1.1%%) FE BT (75.7%) TV A% (B0.5%) |
33 77.2% (80.3%) | 77.6% (B0.6%) | 76.3% (79.3%) | 76.6% (75.9%)
84 77.0% (80.0%) | 78.3% (81.5%) | Te.1% (79.1%) | Tr.O% (80.2%)
36 76.4% (80.0%) | 77.9% (81.5%) | 76.1% (78.5%) | 76.6% (80.3%)
38 77.2% (B0.7%) | 7e.3% (80.2%) | 7e.1% (80.0%) | 7e.5% (80.2%)
a0 7790 (B1.8%) | 76.6% (BO.5%) | 756.8% (B0.0%) | 76,80 (B0.7%
45 76.8% (BL.1%) | TEA% (B0.TR) | T4.8% (80.2%) | T4.B% (B0.4%
L0 74.8% (79.8%) | 75.0% (p0.6%) | 74.3% (80.6%) | 72.0% (75.9%)
55 74.3% (78.9%) | 7a.8% (78.8%) | 7TRO% (7e.1%) | 7T0.6% (78.8%)

B0 T1.8% (T6.8%) 71.8% (T9.8%) Fi.1% (TT.9%) 8. 9% (T7.4%)
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D.16 Experiment E.4.1

NLDA approach : Y = A(X) + f(z)

Eenaral parameters backpropagation parameters

dimension of erignial space : az number of discriminated targets : 144
dimension of imsge space : 1é lsarning vate | 0.008
discriminated classes in on top LA | 146 momentuim | 0.9
targst drifi parameters number of hidden units | ]
ot 1.0 iterations : [
A 0.0 target update after : [
m o i samplic selaction random
number of drift vectors | B0 {ome per phonem class)
developement of class separability
[ frerationix) II__® 1 = 3 4 B 3 ]
[ ©14¢ |__7.33% 6808 £6.572 5,538 €577 G.BBE __ 6.617
| Sﬂl" || 1x.a&0 a = = = 2 14.352 |
By r - - -
a4 H H : H
e} 7 4 + ot
146 _-‘-'(‘Em-n{"— . P o ?
y ' bed e "v’ 9
6 ] 4 H
5 H
4 =
3 : :
" ¥
2 ¥ T T
a 1 2 3 4 6

ilerations

word recognition perfomance on 12 speaker & sentence evaluation set

L 11 THRebfact ]
at 2.0 5.0 10,0 15.0
2.0 €5.2%, (69.7%) 74.9% (78.8%) T6.6% (77.4%0 T6.1% (T6.8%%)
4.0 80.9% (81.8%) 80.2% (81.1%) 80.9% (61.8% 80.7% (81.8%)
6.0 82.3% (83.4%) 82.2% (83.8%) 83.1% (lq.n'ﬂ.’,; 82.7% (84.0%)
8.0 82.5% (84.3%) 82.5% (84.8W) 83.4% (a5.2% 84.1% (86.9%)
106.0 82.7% (85.2%) 82.0% (85.0% B31.6% (B5.6%) B83.8% (B5.8F
120 B3.4% (85.0%) B1.4% (85.0%) 85.1% (85.7%) B3, 5.
14.0 83.2% (85.9%) B0.9% (84.7%) B1.5% (84.8%) B1.8% (82.2%)
16.0 B1ET (AL.TH) B1.1% (85.0%) Te.9% (84.1%) 79.7% (R3.B%)
18.0 81.3% (85.7%) T9.9% (84.0%) 78.3% (83.8%) 79.9% (84.0%)
20.0 B0.7% (B5.6%) | 78.3% (B2.7%) TTA%R (82.7F) 77.9% (R3.1%)
2z.0 8045 (8E.8%) Ti2Y (B1.6%0) 660 (B3.4%) FEI% (B1.1%)
24.0 TT.7% (82.9%) 75.8% (B0.6%) 75.3% (T9.3%) 73.3% (T9.0%)
6.0 74.3% (79.6%) | 7T1.3% (76.8%) T1.7% (78.1%) 72.7% (78.4%)
2E.0 T5.8% (T9.0%) 70.8% (76.5%) B88.3% (75.4%) 68.4% (76.3%)
3.0 T2.7% (76.1%) 89.3% (78.0%) 68.6% (75.8%) 89.0% (75.6%)
bl 75 T 1 5 8
- ¥ H 0 i o
Thebjaci20 |
86 TRebfact 5.0
3 84+ - TRebfact 100 Ll.d..d
o) e TRebfact 15.0
_E 82 IS i i i i S e el O
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D.17 Experiment E.4.2

NLDA approach : Y = A(X) + f(z)

genaral parameters backpropagation parametcrs
dimension of orignial apace : 32 sumber of discriminatad targsts : 148
dimension of ima pRcE : 18 learning rate | o.008
discriminated classss in on top LDA : 146 momentam : 0.8
targel drift parametcrs number of hidden units : 3
@ = 0.9 ileralions | L
8 0.1 targst update after : &
m 1 samplc selection | random
number of drift veaters | &0 {(ons per phonam clsax)

developement of class separability

[Civeration(sl ]I [i] 1 F] 3 4 B [ ]
(=T [ 7.33s &. TS5 6.390 6.486 G.560 6,626 6.652
|I=TY Il _15.860 - - - - F: 14.074 |

0 0 i i +- et S
——F = e T

4 b
3 H
2 t . .
0 1 2 3 4 b e B

word recognition perfomance on 12 speaker 48 sentence evaluation set

THcbinct ]

ac | 5.0 10.0 15.0 20.0
2.0 72.4% (73.4%) 5.0 5.0 ) 74.85, (7525 78.85. (74.50a)
4.0 78.1% (79.0%) 78.5% (80.4%) 78.1% (80.2%) 79.0% (R0.0%)

6.0 82.2% (83.2% 81.8% (83.1%) | &1.8% (82.7%) | 82.9% (81.1%
&.0 84.55 (86.8% 82.9% (85.2%) | 84.7% (87.0%) | e4.8% (a?.n%;
10.0 B4.5% (87.0%) | 84.1% (86.5%) | 84.8% (87.3%) | 84.7% (87.0%)
13.0 B3.6% (B7.2%) | B4.1% (87.0%) | 84.5% (B7.7%) | B4.3% (87.9%)
14.0 85.1% (86.8%) | 83.6% (87.2%) | 83.4% (87.3%) | 84.0% (B7.5%)

14.0 83.2% (B7.2%) B3.4% (ﬂ"'.ﬁ%) a3.4% (87.5%) 83.1% (A7.2%)
16.0 || 82.4% (86.1%) | 82.8% (a7.0W) | 8&a.4% (87.7R) | 82.9% (87.0%)
20.0 52.0% (85.9%) | 82.0% (85.9%! | 83.1% (87.0%) | B3.2% (R7.0%)
FEH B1.1% (B4.50) B1.8% (RL-6%) 83.7% (B6-10%) BIEY (RE.B%.) |
24.0 BD.6% (84.3%) TR.TH (84.5%) A0.4% (85.0%) TR.TH (B5.4%)
26.0 || To.r% (84a%) | TT.EW (axa%) | Tooe% (83.8%) | TT.e% (83.8%)
260 || 7Te.8% (82.5%) | Ta.8% (B0.4%) | 7i.e% (B0.ET) | 7e.6W (83.2%)
Jo.n T5.A% (81.5%) 73.8% (B0.7%) 71.8% (78.1%) 73.4% (B1.1%)
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g=naral parsmetiers

D.18 Experiment E.4.3

NLDA approach : Y = A(X) + f(z)

backpropagation paramsters

dimension of orignial space : 32 number of discriminated Largeats : 146
dimension of image space : 16 laarning rate | a.008
discriminated classes in on top LIDA | 148 momentum | .8
targel drift paramsters number of hidden units : B
a 0.9 iterations : L3
B 0.2 larget update after : L3
L 1 sample selection : random
numbaer of drift vectors : B0 {one per phonem clam)
developement of class separability
| iteration(s) || o 1 2 E] 4 B [ |
3’“ I 7339 6,788 (2T (¥ 6.581 G.545 6484 |
=0 E.860 - = . = - 14.134 |
B T T . T
Q 146 A H-H\ :-. Yy :
: x . O ) :)—.___c)
[ - ; :
5 + t
4
3 1 OERE
2 f 1 ;
0 1 2 3 4 5

Herations

word recognition perfomance on 12 speaker 48 sentence evaluation set

Waord Acceracy %

el == Thcbiacl == |
TR 50 —10.0 ES - Z0.0
2.0 T4.5% (75.4%) 73.65% 311.7%) 75.4% (75.00) 75.2% (T6.8%)
4.0 BL.8% (82.7%) 81.1% (82.2%) 81.6% (82.5%) 81.3% (82.5%)
&.0 84.0% (85.2%) B83.6% (B5.0%) B4.E% (85.7%) B1.8% (B4.8%)
&.0 85.0% (86.8%) 84.8% (87.0%) 85.0% (87.0%) B4.7% (88.B%)
10.0 84.8% (87.2%) B4.T% (B7.3% B4.5% (87.5%) B84.5%, (B7.5%%)
12.0 B4.0% (AG.A 83.8% (87.T%) B4.7T% (B7,.8%) 83.4% (47.3%)
14.0 82.5% (86.5%) 82.9% (87.2%) 82.9% (87.3%) 82.7% (87.2%:)
16.0 B0.7% (84.8%) B1.6% (B6.8%) 21.8% (A6.5%) B83.0% (B&.5%)
18.0 BO.EY, (B4.5%) 81.1% (85.8%) B2.0% (86.1%) 82.0% (86.5%)
20.0 B80.0% (84.1%) &0.68% (8R.2%) B81.5% (88.9%) 81.5% (86.1%)
23.0 BO.T% (84.8%) E1.6% (85.6%) BL.0% (BE.4%) B0.8% (B5.7%)
24.0 77.9% (83.4%) 77.9% (83.8%) T7.A% (83.1%) 78.3% (83.8%}
26.0 74.0% (80.4%) 74.8% (80,89} T4.0% (81.8%) 75.8% (82.4%)
28.0 72.2% (798.1%) 72.8% (T9.9%) 73.3% (B0.6%) 72.8% (80.0%)
a0.0 68.4% [7E8.8%) BU AT (Y7.0%) T0.1% (T8.1%) 70.2% (78.1%)
0 ! i ko
: b s ¢ [ |
88 1= :
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D.19 Experiment E.4.4

NLDA approach : Y = A(X) + f(z)

genaral paramcters

backpropagation parsmeters

dimanzion of orignial space : a3 number of discriminatad targeta : 148
dimension of imags space : 16 learning rate | 0.008
discriminated claszas in on top LDA : 148 momentlum : a.g
target drift parameters numbsr of hiddan unite : 5
oz 0.9 iterations | &
B 0.3 target update after : o
o 1 sample sslection randem
numbaer of drift vectars : 50 (one per phonem clans)
developement of class separability
[ iteration(s) [ o 1 F] 3 4 & [] ]
Q 7.328 5.89% 6.810 G.5A% 6.571 6.4324 6442 |
15 8GO0 - = = - - 14.038 |
i
Q ‘6"...
146 ) e - g
6 H
L e s T SRS SRR PR TRSTR SRR SR
4 T
3 ¢ -
2
i} 4 5 \
1 ¢ 3 Herations ¢

word recognition perfomance on 12 speaker /& senlence evaluation set

Ward Accuracy | %

L 1 THobiact 1
ac 5.0 10.0 15.0 20.0
2.0 75.6% (76.8%) 74.7% (75.2%) T3AR (74.2%) 74.9% (75.6%)
i0 || ser® (1.6%) | 82.3% (83.2%) | 81.3% (82.2%) | 81.6% (82.5%)
6.0 B2.7% (84.0%) 83.4% (85.2% 84.5% (86.2%) 84.0% (85.2%)
8.0 82.9% (B4.8%) BE.6%: (B7.3% 84.0% (86.3%) 84.3% (86.5%)
10.0 84.1% (BE.8T) 85.0% (87.7%) 84.7% (87.0%) &4.3% (88.8%)
130 BA.1% (B7.0%) BA.EY. (B7.70) B4.8, (B7.50a) 8450 (87.53%0)
14.0 B4.0% (87.2%) A3.A%: (R7.2% 83.6% (87.0%) A1.8% (a7.2%)
16.0 B4.3% (a7.8% 83.6% (87.3% 83.4% (&87.0%) 83.8% (87.2%)
18.0 || B3aa% (se.ew 82.9% (R7.0%) | 82.7% (86.3%) | £2.2% (s6.6%)
20.0 A2.4% (A6.7%) B82.2% (85.8%) B81.5% (B5.2%) B1.3% (B4.8%)
O (| B2.0% (B6.8%) | FU.B% (BA.1%) | 75.0% (83.8%) | 70.0% (8n.4T)
24.0 B1.5% (A5.5%) 7T A% (82.7%) 78.4% (B3.6%) 76.3% (B2.4%)
26.0 || 77.2% (8a.6% 74.8% (B0.6%) | 74.7% (80.9%) | 74.0% (B0.A%)
38.0 || 74.0% (80.9% 73.1% (79.3%) | 73.6% (80.0%) | 74.7% (81.1%)
40.0 72.2% (78.7%) 70.2% (77.5%) 70.9% (78.3%) 70.8% (78.3%)
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D.20 Experiment E.4.5

NLDA approach : Y = A(X) + f(z)

¥enaral parameters bachpropagsation paramsters
dimension of orignial space : a2 sumber of discriminated targets ; 148
dimension of imags space : 16 lcarning rate | 0.008
dizcriminated classes in on lop LDA : 148 momantum | 0.8
targel drift parameters number of hidden uaits : B
o 0.9 iterations | L}
A a.4 target update after | [
m : 1 sampls selection : random
number of drift veetors : B0 (one per phonem clars)

developement of class separability

[ ficratian(s) || [] B = 3 4 3 [3 ]
=TT [[_ 7325 s.888 6.501 _ 6.682  G.GBL G.870  6.88%
| =T [ 15.880 = = - 2 = 14585 |
g T T : ’
Q 5 [ : H 1
e, ; A ¥
146 .\'“‘C'T--"d: T 4 )""'-_._‘.L_.—'—..,.Qm 3
6 H : v
5 i : ;
4 : -
3 - :
2 : T . +
] 4 5 i
1 2 ’ ilgrations °

word recognition perfomance on 12 speaker {8 sentence evaluation set

[ 1l THobiaat ==
I3 B0 10.0 15.0 306.0

3.0 TLTR(73.8%) | 72.5% (70.8%) | 72.0% (72.7%) | 730% (73.4%)
4.0 78.8% (81.3%) 80.8% (81.6%) A80.9% (B81.8%) BL.A% (82.9%)
6.0 81.8% (83.4%) B2.1% (84.8%) 83.2F, {u.'r%; B4.1% [un,v%;
8.0 82.7% (84.8%) B4.5% (86.8W) B4.3% (BG.5% 84.8% (86.8%

10.0 B3.EY, (88.9%) BA.7% (87.0%) B4.8% (8T.2%) B84.8% (87.2%)

132.0 84.5% (A7.0%) 84.3% (87.2%) 84.3% (a7.0%) 84.3% (87.0

14.0 B4.5% (87.2%) 83.4% (86.8%) 83.6% (87.0%) BE.4AF (86.8%)
16.0 83.2% (B6.6%) 82.8% (86.5%) B2.7Y. (BL.ET:) 82.7% (BE.5%)
1.0 B2.4% (86.5%) 80.9% (85.7T%) 82.0% (a5.8%) 81.3% (B5.6%)

20.0 80.0% (84.0%) | 79.2% (84.7%) | 80.0% (82.2%) | 75.3% (84.7%)
22.0 Ta.8% (83.2%) 78.8% (64.0%) 80.0% (&84.7%) 79.3% (84.1%)

4.0 TT.A% (81.6%) Te.6% (A2.9%) 80.2% (a5.2%) To.0% (84.3%)
26.0 76.1% (80.7%) 76.1% (81.8%) 77.5% (83.1%) 76.6% (82.4%)
28.0 74.53% (765.8%) T4.0% (79.7%) 76.3% (82.4%) 74.2% (B0.8%)
30.0 72.2% (77.0%) 72.0% (78.8%) 72.9% (79.1%) T0.4A% (77.8%)
20 T ™ ”
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D.21

NLDA approach : ¥ = A(X) + f(z)

genaral parameclers

Experiment E.4.6

backpropagation parameters

dimension of orignial spase ¢ a2 number of discriminated targats : 146
dimension of image space ic learning rato : 0.008
discriminated clamses in on top LDA 1 146 momantum | 0.9
target drifl parameters number of hiddsn units | ]
& 0.8 iteratione | &
a1 1.0 target update after : &
m 1 sample sslection : random
number of drift vactors | &0 {one per phonem clan)
developement of class separability
[Ciieration(s) [l [ TR 2 3 4 5 3 ]
Sag [[_7.229 6.567 6826  B.BAE _ G.641  6.428 %208 |
B0 [ _1E.860 - - = 5 - 13.727 |
5 T N ;
[} 'J'E-Eh-"é—m“‘“"—c}-—-
146 S BT )'.-'th-—--_c",__—-()
[
3
4
3
2 T
o 1 3 2 ,
£ 4 deraions &

word recognition perfomance on 12 speaker {8 sentence evaluation sel

[ 1 THebiact
ac £ 10.0 16.0 20,0 30.0
2.0 7E.8% (7E.1%) 76.6% (77.4%) 77 A% (756.3%) T6.3% (77.0%) TG 6% (77.206)
4.0 81.3% (82.4%) 8O.7TF (81.8%) 83.1% (84.1%) 83.1% (84.0%) 81.3% (82.2%)
&.0 B82.2% (84.0%) A3.8% (85.2% 44.0% (A5.6%) B4.0% (u,u%; 83.8% (BE.E%)
8.0 B83.4% (85.7TR) B4.5% (86.8% &3.8% (86.3%) 85.8% (86.1% 84.1% (B7.0%)
10.0 £2.7% (85.6%) 82.9% (85.7%) 84.3% (87.8%) A4.1% (av.ﬂ%_) 83.1% (86.1%)
12.0 &1.3% (84.5 ELE% (A4.0%%) 81.3% (8489 B1.5% (84.8%4) B1.6% (B5.0%)
id.0 80.2% (83.8%) 78.6% (82.8%) T9.3% (82.7%) 76.9% (82.9%) 80.4% (83.4%)
16.0 78.3% (82.9%) TT.7% (82.7%) 77.5% (82.4%) TTT% (82.4%) 80.6% (84.0%)
1s8.0 76.8% (82,7%) 76.8% (81.8%) T6.5% (B1.3%) 75.2% (80.6%) 78.1% (82.9%)
20.0 74.0% (80.2'%) T1.1% (T7.7%) 71.3% (T7.5%) T3.1% (78.3%) 74.3% (80.4%)
220 70.1% (76.8%) | 67.6% (76.4%) | B6.1% (14.5%) | G6.8% (76.8%) | 70.4% (7740
24.0 60.1% (60.9%) 63.3% (T2.0%) 62.6% (73.1%) 60.6% (71.1%) 61.7% (70.8%)
26.0 87.0% (67.2%) B8 8% (65.3%) E7.4% (&&.0%) 59.0% (89.7%) 61.7% (70.4%)
28.0 57.2% (66.1%) 8E.4% (65.5%) 56.9% (66.0%) EE.BF (67.7%) 54.4% (82.4%)
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D.22 Experiment E.5.1

NLDA approach : 'Y

genarsl paramectlers

o
A
m o

= A(X) + f(z)
: n backpropagation paramstsrs
dimannion of :nngnlnr spacE | a2 Bumber of discriminated targets : 146
d!mcgnun of image ipace : 1& lsarning rate : 0.00&
du:ﬂfnmn-d Glasmcr in on top LDDA | 148 momentum ; 0.9
targel drift parametcrs number of hidden units ; 10
E i.o iterations : ]
0.0 target update after | [
i sampls sslection : randem
number of drift veetors : 50 {(on= par phonem class)
developement of class separability
[ iteration(s) ]| [ 1 Fl ] 4 3 & ]
=T [[_7335 5681 _ 5.885  6.474  E.64d 5515 E.468 |
L Ssn | - - - - - 13,577 |
8 I T T . .
ey i : i
146 o~ o i
6 i
T e A ~ R ]
v % i L O
5 v
2 — —
0 1 2 3 ;
4 3 terations :
word recognition perfomance on 1£ speaker /8 sentence evaluation set

il

THRcbiact

==

=
ac

&.U

10.0

15.0

6.0

25.0

30.0

2.0
4.0
&.0
6.0
10.0

T0.9% (71.7%]
80.6% (81.5%)
B1.8% (82.0%)
n2.4% (83.2%)
82.8% (83.2%)

T2.8% (71.&%)
20.3% (81.1%)
Bl.8% (B!.T%)
82.7% (83.6%)
A2.0% (83.8%)

TATR (1645
81.3% (82.0%)
81.6% (82.5%
83.5% (B2.4%
85.4% (85.3%)

75.4% (74-25%)
80.7% (BL.5%)
81.3% (£2.0%)
B2.7%, (a3.8%)
B3.4% (B5.4%)

75.2% (T5.6W)
811% (81.8%)
51.1% (83.0%)
83.5% (83.8%)
84.5% (85.7%)

T27% (Ta.1%)
B80.2% (80.9%)
B0.9% (A1.0%)
B2.2% (83.2%)
82.5% (85.2%.)

132.0
14.0
16.0
1e.0
20.0

B2.4% (84.595)
B1.E% (84.7T%h)
81.5% (85.2%)
61.6% (85.0%)

2.0
4.0
6.0
28.0
30.0

75.3% (83.4%)
775N (82.8%)
75.0% (80.7%)
73.3% (78.8%)

B1.1% (B4.8% £2.3%, (£5.6%,)
Fﬁ‘%"’}mi_m.um

B3.3% (BE.2%%)
BT (B2.4%)
B2.6% (B5.7%)
B82.7% (85.T%)

80.7% (84.3%)
78.1% (83.4%)
75.6% (80.9%)
74.3% (80.0%)

83650 (B5.670) 84.0% (86.3%) A3.8% (Mi.l%% B3.6% (AE.1%)
B3.1% (8E.TH) B3.2% (a5.6%) 821.2% (85.8% 82.7% (85.6%)
83.1% (85.79%) 82.8% (86.1%) 83.5% (BE.TH) 832.9% (86.1%)
82.58% (85.7%) 82.7% (8B.7%) £2.2% (85.2%) 82.5% (85.8%)
B2.8% (86.1%} £2.7% (85.7%) B1.8% (B4.8%) B2.4% (B5.4%)
82.7% (86.1%] B1.5% (BEEW) BO.7% (B3.8%) BL.10 (A4.0% |
83.5% (86.3%) 80.7% (B4.5%) 80.6% (84.3%) B1.1% (B4.5%

80.9%. (84.7%)
Ta.4% (83.1%)
7E.8% (80.8%)

78.4% (83.8%
75.6% (80.7T%
73.8% (80.0%)

T9.1% (82.9%;
74.7% (B0.7%)
74.5% (80.6%)

BO.6% (84.1%0)
75.6% (81.8%)
T4TF (79.7%)

Ward Accuracy | %
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D.23 Experiment E.5.2

NLDA approach : Y = A(X) + f(z)

Fenaral parameters backpropagation paramaters

dimsnsion of orignial spacc : a3 numbar of discriminatsd targsts ¢ 146
dimansion of image spacc : 18 learning rate | 0.008
dizcriminated classes in on top LDA : 146 momentum | 0.8
target drifi parameters number of hidden unive io
o 1 o, iverations : &
B: 0.1 target update after ; &
m i 1 sample seledtion : random
aumber of drift vactors | BD (one per phonem clasx)
developement of class separability
[ iteration(s) || 3] 1 2 3 [ [ 3 ]
[ Q146 [I_7.329 €.0380 5,750 6475 G.06a 5408 B85z |
=TT [ 1E.860 = = - - = 15.58140 |
8 H
| i
@i 73 ~g :
6 "’O'--— ;
! e . - A -
5 r —_—u i _—
4
3
2 T ' T
i} 1 2 4 5 . s
B 3 iterations

word recognition perfomance on 12 speaker 48 sentence evaluation set

[ T THeGfact ]
ac 5.0 10.0 20.0 30.0
2.0 7450 (76.3%) | 74.00 (75.4%) | 76.4% (76.1%) | 75.6% (76.3%)
4.0 78.9% (80.TH) | 80.6% (M1.6%) | B81.1% (82.0%) B0.4% (81.8%)
6.0 B1.5% (83.2%) | s1.1% (82.4% 81.1% (82.4%) B1.3% (u.s%g
8.0 82.4% (88.2%) | 81.6% (B3.3% 81.8% (82.9%) 81.8% (83.1%
10.0 82.4% (85.2%) | 84.3% (B6.8% 84.8% (07.0%) B4.7% (87.0%)
120 BA.E% (B7.0%) | B5.0% (B7.7%) Ba.5% (B7.3%) B4.7% (B7.5%)
14.0 84.0% (87.2%) 83.8% (87.2%) 84.8% (87.9%) 84.7% (BT.7T%)
16.0 82.9% (B6.1%) | 82.8% (B5.7%) BA.EV (BE.ET) 82.5% (86.1%)
18.0 B2.4% (A5.7%) 82.4% (88.3%) 83.2% (87.2%) 82.0% (88.5%)
20.0 80.9% (85.9%) 81.8% (85.9%) | 82.2% (Be.8%) | #1.1% (86.1%
22.0 B1.1% (B6.1%) B1.15. (86.6%%) 81.1% (B6.1%) B0.6% (B5.6%
4.0 £80.2% (84.8%) 81.1% (85.7%) 81.E%, (86.8F:) 80.2% (85.8%)
28.0 77.9% (84.1%) 79.0% (85.0%) 78.4% (85.2%) T8.8% (84.7%)
280 76.8% (83.1%) TE.8% (84.3%) 78.3% (85.2% 76.3% (83.8%)
30.0 74.3% (81.1%) | 78.0% (B1.8%) | 7E5.2% (83.8% 72.2% (R0.4%)
20 : H i H ¥
o o et :
86 - : it
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genaral parameters

D.24 Experiment E.5.3

NLDA approach : ¥ = A(X) +

/(=)

backpropagstion parameters

dimenrion of orignial space : az number of discriminated targets ! 148
dimension of image space ¢ 16 learning rats @ 0.008
discriminated cissses in on top LDA : 146 momentum ; a.8
targst drift parameters number of hidden units 10
@ 3 0.9 iterations : &
a 0.2 targel update after : [
™ : 1 sample selection : random
number of drift vectors : BO {one per phonem clann)
developement of class separability
| iterationi=) || 1] ER F] 3 4 S [ |
753w E.683 _ E.385  8.397  5.303  5.293 CETTE|
AL [l_15.860 - - s - - 14,483 |

1y

-~

146

dpradian

o T

ilerations 5

word recognition perfomance on 12 speaker 48 sentence evaluation set

L 1l £ THeblagt ]
ac B0 B 10,0 0.0 30.0
3.0 T5.0% (76.1%) | 75.8% (76.5%) Th.BV (T6.850) E60 (76.7%)
4.0 80.0% (00.5% 81,8% (82.9%) | 81.3% (82.0%) | 81.5% (82.2%)
6.0 B1.6% (83.9% 82.7% (84.7%) 81.8% (82.7%) 85.1% (84.0%)
A.0 83.8% (BE.9% 84.1% (86.5%) | B82.5% (84.7%) 84.0% (85.9%)
10.0 83.1% (86.1%) | 82.9% (86.1%) BO.7% (84.1%) 85.2% (85.9%)
120 B350 (B5.7% Ba.AT, (86.85%) A0.9%: (84.7%) BL.BW (BE.4A%)
14.0 82.4% (AE.TR a1.6% (a5.7%) B80.8% (84.3%) 80.0% (R4.3%)
16.0 81.3% (84.0%) TH.T% (83.2%) | TU.5% (85.1%) TE.E% (BT
18.0 T8.5% (83.2%) 76.4% (A2.3%) 77.5% (B2.4%) 76.8% (81.8%)
20.0 79.1% (88.8%) | 77.8% (82.8%) 76.8% (81.8%) 77.0% (A2.0%)
250 765V (82.0%) TEET (BO6T%) 765 (BL.EVa) TE EGn (B0.6%%
24.0 75.3% (80.6%) T4.5% (70.9%) | TI.BW (80.0%) Th.A% (T5.0%)
26.0 754% (80.9%) 74.8% (80.2%) T4.5% (80,4%) 71.2% (80.0%)
28.0 74.8% (76A%) | 72.0% (T8.A4%) | 72.2% (TE.8%) 72.9% (78.8%)
30.0 67.7% (73.6%) | 86.7% (7T4.7%1 69.9% (76.6%) | 68.3% (76.6%)
T T T.1 - - 0 Y
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D.25 Experiment E.5.4

NLDA approach : ¥ = A(X) + f(z)

genaral paramelers backpropagation paramstere
dimansion of arignial spaces | 33 Bumber of discriminated targets : 146
dimension of image space : i8 learning ratc : 0.008
diseriminated ciamses in on top LDA : 146 momentum : o.g
targsl drift paramastars number of hiddesn units : io
& 0.9 iterations : &
2 0.4 target update after | [
™ o 1 sample sclcetion : random
number of drift vectors : 50 (one per phonem class)

developement of class separability

[Cterationisy || [ 1 Fl E] 4 3 3 ]
=TT [l 7.338 5,458 5.633 6.516 5.655 5.899 E.629 |
QRN [ 15860 2 - - 5 13.086 |
g T
S
7 ;
¢ 146 :
6 e H
® e ® e o )
3
4 :
3
2 t
o . .
] 2 3 4 ’ leranons 6

word recognition perfomance on 12 speaker (8 sentence evaluation set

[ 11 THcbiact ]
ac 5.0 10.0 20,0 30.0
2.0 7T0.8% (T2.0%) 72.7% (73.6%) Th AT (71.2%) T4.0% (74.7%)
4.0 A0.6% (B1.5%) 80.0% (80.9%) 80.7% (51.8%) 78.8% (80.7%)
6.0 82.8% (83.8%) 81.8% (a2.9%) 82,2% (83.2% 82.EV (85.8%)
8.0 83.8% (88.0%) 8x.4% (85.2%) 82.9% (84.T% B3.4% (BE.0%)
10.0 85.2% (87.0%) B4. 7% (86.5%) £3.8% (85.9%) 82.7% (84.8%)
120 84.5% (86.8%%) B1.TH (86.8%) £3.4% (85.7%) B3 AT (B5.870)
14.0 84.1% (86.8%) 82.6% (86.3%) 83.2% (86.2%) £3.2% (86.1%)
16.0 84.0% (BE.8%) 83.1% (85.7%) 81.1% (84.7%) &81.8% (85.6%)
18.0 B1.6% (A5.4%) 83.8% (85.8%) 83.1% (85.7%) B1.1% (84.8%)
20.0 B81.5% (85.2%) £2.4% (BE.9%) 82.2% (85.6%) 75.0% (83.8%)
220 B0.4% (B4.57%%] TH.0% (B4.T%) | 76.0% (B3.1%) Th.1% (83,1%)
24.0 79.0% (83.8%) 80.0% (84.1%) 77.7% (82.0%) T7.7% (82.5%)
26.0 77.2% (81.8%) 77.4% (A2.0%) 72.5% (78.8%) 73.1% (To.9%)
28.0 7n.a% (81.a%) 73.1% (78.6%) 72.0% (T7.2%) 70.8% (77.2%)
30.0 70.1% (76.8%) 72.2% (77.4%) | 70.1% (75.8%) 70.9% (76.3%)
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D.26 Experiment E.5.5

NLDA approach ; Y = A(X) + f(z)

genaral paramsiers
dimension of orignial space :
dimension of image spacs |
discriminatcd ciassss in on tep LDA :

targst drift paramaters

&
B:
m o

number of drift vectors :

146

33
16
146

0.9
0.4
1

backpropagation parameters

numbaer of diseriminated targets : 146
learning rate : 0.00&
momentum : 0.9
number of hidden units : 10
iterstions | 6
target update after | [
#ampls selection : random

EO (one per phonam cias)

developement of class separability

[CHreration(a] T u 1 2 3 4 b & ]
7,339 s.810 5.A34 E.BHEE E.BTT E.B61 5.GAS
__Eéﬂ TE.660 = - = - = 13.&:9_1
L f ;
e 1
®; < r— = 8. {
i . :
0 1 4 s g
2 a 8 tleraiions b

word recognilion perfomance on 12 speaker 48 sentence evaluation set

Ward Aconracy / %

THebiact S|
ac T B0 10.0 30.0
3.0 66.8% (69.795) 7307 (TA.B%) | 75.0% (75.9%) TR ATe (76.5%5)
4.0 78.8% (80.4%) 80.2% (81.3%) T9.5% (80.4%) 78.7% (80.8%)
%.0 82.2% (83.4%) 81.5% %an.'r%] 81.8% (83.1%) B0.7% (n:.n'ﬁ.g
8.0 B3.6% (A5.4%) B2.2% (84.3%) B8 (B2.6%) 81.1% (83.9%
10.0 84.3% (86.5%) £3.2% (85.6%) 83.1% (BE.4F) 832.7% (85.2%)
130 a5.0% (B7.EW) 83.1% (B5.7%a) E5.1%, (85.6% B3.E% (85.9%)
14.0 85.8% (K5.2%) 82.7% (86.1%) 82.0% (asd%; 82.4% (86.5%)
16.0 B3.7T% (B6.B%:} BU.4% (B4.7TH) El.4% (86.5F) B81.1% (85.7%)
18.0 82.2% (85.4%) B0 4% (84.1%) 80.9% (85.2%) B80.4% (B4.0%)
20.0 80.9% (84.8%) 79.0% (#3.6%) 80.0% (84.1%) THAY (A4.1%)
22.0 8U.4% (84.09) Thd% (81.3%) Th.67c (84.0%) Fu.a% (K1 RTG)
24.0 76.5% (83.9%) T2.8% (u.n%; T2.9% (7T4.8%) 75.0% (80.6%)
6.0 71.7% (78.3%) 70.2% (77.0% 70.2% (76.6%) 71.3% (T7T.4%)
26.0 69.2% (76.2%) T0.2% (77.0%) 71.1% (77.4%) | sn.e% (u.;%e
0.0 67.0% (74.7%) 8s.2% (73,3%) B7.0% (73.4%) 66, 7% (73.8%
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D.27 Experiment E.5.6

NLDA approach : ¥ = A(X) + f(z)

genaral paramelers backpropagation paramelers

dimension of orignial space : a2 number of discriminatsd targsts : 148
dimension of image space : 18 leatning rate | 0.00&
discriminated classes in on top LDA | 146 momentum : 0.8
targel drifl paramelecrr number of hiddan unite : io
o 0.9 iterations : &
B 1.0 targst update after : [
™ : 1 sample selection 1 random
number of deift veeLors ¢ 50 (one per phonsm clasa)
developement of class separability
itarationis u 1 2 3 4 [ 3 ]
146 7.02% G.638 _ G.002 _ 5.@8A 5917 &8940 5878 |
[ 1z.860 - - - - P 15.07E |
1
7
e 146
& -..n____.ﬂ--C)-—-n-mnq&:m O - O
3
4
3
2
Q 1 2 3 4 - - . 6
Heralions

word recognition perfomance on 12 speaker {8 sentence evaluation set

L 11 THRebiaci
[ 5.0 T0.0 15.0 20.0 30.0
2.0 7L1% (72.0%) T2.0% (T8.4%) | 73.9% (T2.7%) | 75.00 (T8.6%) | 78.4% (75.80%)
4.0 T8.4% (79.5%) B81.a% (82.2%) | #1.6% (82.7R) | 62.4% (85.4%) 82.7% (43.8%)
6.0 80.7% (8l.8%) | £82.2% (83.4% 83.2% [u.a%,} 83.1% (84.0% 82.8% u.s%{
8.0 81.8% (B2.7%) | B2.0% (84.3% 83.2% (84.5% 82.9% (84.2% 83.2% (84.5%
10.0 B3.1% (84.8%) | 83.4% (84.8% 85.8% (88.2%) | 83.4% (85.4% 83.1% (88.2%)
1.0 81.8% (84.7%) 82.2% (84.7%) B3 29 (5.4 2% 5.eh A a. 7%
14.0 80.9% (A4.2%) | B1.3% (B4.7%) | 82.9% (B6.1%) | £1.1% (84.3%) | #1.B% (R4.7%)
16.0 79.5% (83.4%) | Te.4% (82.4%) | 7o.0% (83.4%) | 78.8% (8a.a%) | Bo.2% (85.2%)
18.0 75.8% (82.9%) | 78.1% (82.9%) | TEA4% (83.6%) | 78.4% (83.2%) | Taa% (83.6%)
20.0 TE1% (82.0%) | 76.8% (81.5%) | 77.8% (82.2%) | 7e.8% (81.5%) | 76.5% (81.8%)
23.0 TT.0% (B0.6%) | 75.80 (B0.4%) | 76.8% (BL.BW:) | 76.8% (81.8%) | 77.0% (BL.6%)
24.0 75.2% (78.7%) | 74.35% (79.8%) | 75.4% (80.9%) | T5.6% (80.6%) | TE.A% (81.1%)
26.0 74.2% (79.0%) | 78.4% (79.0%) | 7o.4% (78.0%) | 74.0% (7Te.5%) | Ta.EW (Te.8W)
28.0 TLAW (TT.4%) | T1.8% (7T74%) | T0.9% (T7.7%) | Ti8% (78.1%) | 70.2% (T6.6%)
_sp.0 en 8% (75.2%) 67.7% (74.3%) oa. A% (75.0%) 65.4% (72.8%) 64.8% (72.4%)
4 : g I Logologoteg
a8 7 et o TRebfoet 50 F=r=
H haadeaad
== TRebfact104 | | |
T 2 " TRebfact 150 feeefes
¥ EEREES e e TRebfact200 | | ]
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D.28 Experiment E.6.1

NLDA approach : Y = A(X) + f(z)

Ecnaral parameters

backpropagation parameters

dimension of orignial apace : aﬂ sumbar of diseriminated targets : 146
dimension of imags space : learning rata : 0.008
discriminated classes in on top LDA llﬁ moémentinm : 0.9
targel drift parametcrs number of hidden units : ao
o 1.0 itarations : &
2 0.0 targel update after | (4
m 1 sampls sslection | random
number of drift vectors : B0 (e per phonam class)
developement of class separability
L iteration(s) || o 1 2 3 4 E [ ]
| S48 [[_ 7.329 BG4 4.877 4580 4.512 4448 4.5343 ]
_Sno Il 15860 = . - - - 12,614 |
B T 0 .
C H 1
Q 79 i +
146 : i
. -
5 _-ﬂ‘-"..h( i1
:llq'_.--..ﬁ.._ ~ g
3 B . ! )
4 :
3 i
+ g
2 1 g T
1 2 4 5 : 3
0 ? 3 iterations ©

word recognition perfomance on 12 speaker 48 sentence evaluation set

[ i THcbiact ]
ac 5.0 16.0 15.0 20.0
2.0 €0.3% (60.3%) 6485 (6540 65.2V. (86.8%) | 65.4% (86.0%)
4.0 75.9% (76.8%) 7h.6% (75.7% 77.9% (TR.B%) T8.4% (79.85%)
6.0 T9.8% (80.6%) 80.2% (80.9% 80.6% (B1.5% 80.7% (u.wsz
8.0 80.7% (B2.7%) 78.5% (80.9% 81.6% (83.4% B1.7% (83.6%
10.6 82.2% (B4.1%) £2.9% (84.3% B1.1% (84.8% 83.2% (84.8%)
120 84.5% (B6.3%) E4.0% én.m; B1.8% ) B3.6% (8E.7%:)
14.0 85.9% (87.9%) 83.6% (85.4%) B3.4% (85.9%) 84.1% (BE.5%)
16.0 BE1IT (8B.1%) B3.4% (85.9%) B2.4% (86.8%) #4.3% (86.6%)
18.0 B4.8% (87.3%) a35.8% (AG.5E% £2.0% {85.4%) 83.2% (85.8%)
30.0 84.8% (87.5%) 83.2% (86.3% B2.4% (A5.7%) 82.0% (85.6%)
22.0 B4.3% (87.68%) HBZ.7% (B6.6%:) BZ.0% (BR.9%%) BL.EV: (BE. 8%
4.0 &3.6% (82.2%) B2.4% (86.1%) 82.2% (R6.1%) 82.0% (86.1%)
2&.0 B1.8% (BG6.8%) 82.0% (85.9%) 81.8% (85.9%) 81.6% (86.1%)
28.0 B1.8% (B8.5%) 81.3% (85.6%) E1.8% (85.8%) 81.3% (&5.6%)
30.0 80.6% (R5A%) | 80.7TH (88.0%) B0.T% (B4.8%) B0.6
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D.29 Experiment E.6.2

'}o"

A(X) + f(=z)

genaral paramelcrs

NLDA approach :

backpropagation parametsrs

dimansion of orignial space az numbaer of discriminated targets 146
dimension of image apace | 16 leaTning rais 0.008
diseriminated elasses in en top LDA : 146 momentum | 0.8
targel drift paramasters number of hidden units : 20
L 0.8 iterations | &
B 0.1 targsl update afler ! &
mo 1 sample ssisction : random
number of drifl vectors : B0 {onc per phonem class)
developement of class separability
[ iterationis] || [ 1 = 3 4 5 3 ]
[[G1as [[__7.a3% E4B2  E.D86  4.684  4.506 _ 4.434 4456 |
=TT 1880 e pe = = - 12.570 |
2
0 &
146 -\\..
6 o
e — -
5 )-lnr.;'.____r ; :
e P 7 r
O O O
4
3
2 1
1 2 3 4 5 . [
ueranons

word recognition perfomance on 12 speaker (& sentence evaluation set

[ I THobiact
ac “B.0 10.0 15.0 20,0 30,0
7.0 B1.00 (62.4%) 4.0 (G5 8%) TL.2%, (66.30a) EA.0G. (G499 E7.0% (G&-1%%)
4.0 T7.0% (76.3%) 78.8% (78.1%) 77.8% (78.3%) T8.6% (79.8%) 78.8% (79.7%)
8.0 79.1% (BO.7T%) B0.4% (81.8%) T8.T% 81.1%} 82.0% (83.1%) 81.5% (83.5%)
8.0 B2.0% (R4.0%) 80.2% (A2.4%) 81.3% (831% 83.5% (84.0%) 83.2% (84.8%)
10.0 A2.5% f-ﬂ‘wT%‘J 82.4% (31‘1%) £82.4% (84.1%) 83.8% (55.7%3 B3.8% (85T
150 ([ B37% (BAT%) | Ba.E% (B0 | SiER (86.E%) | SiER T T S
14.0 B3.4A% (85.7TH) £2.8% (&5.0%) B3.4AF (88.9%) 83.8% (86.1%) B4.1% (86.59)
18.0 82.7% (BB.6%) B2.7% (85.4%) B1.B% (B4.8%) R1L.A% (85.9%) A3.1% (85.7%)
1E.0 82.9% (86.1%) B1.8% (85.4%) 81.1% falu\!%) 80.9% (I‘.B%) 81.5% (34.3%)
20.0 BL.E¥ (85.4%) | B1.6% (B5.2%) | 80.0% (84.5%) | 80.2% (84.5%) | Bu.9% (84.8%)
33.0 81.0% (85.4%) | BLE% (B5.3%) | 75.7% (BA.8%) | 75.7% (B4.3%) | BO.5% (85.0%)
24.0 80.6% (84.5%) 80.6% (85.2%) 7e.9% (84.7%) 79.5% (84.1%) B0.6% (85.7%)
2&6.0 A0.0% (84.3%) 78.2% ‘83.1%) 76.5% (83.8%] TE.E% fS&.ﬂ%) T8.8% (33.0%)
28.0 78.3% (83.8%) | 79.5% (83.8%) | 78.4% (83.1%) | 76.1% (82.9%) | 75.4% (83.2%)
30.0 T2 (82.3%) 7h.8% (83.1%) 77.7% (83.4%) FT7% (82.5%) TT.7% (82.9%)
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D.30 Experiment E.6.3

NLDA approach : ¥ = A(X) + f(z)

genaral parameaters

a@
B

backpropagsation paramaters

dimension of orignial space | a3 number of discriminated Largets : 146
dimension of image space : 1& learning rate 0.008
discriminatcd classcs in on top LIDA | 146 momentum | 0.9
targel drift paramatars number of hidden nnits ¢ aon
o.s iterations : [
0.2 target updats after | [
1 sample sslection : random
mumber of drift vactors i 80 (one per phonem class}
developement of class separability
[_lteraiion{a) [] [ 1 F] 3 4 b & ]
[[Giae I[_7.329 E.81%  4.993 _ 4.797  4.870 _ 4.873 1633 |
[ Gsn [ 15860 % : . - s 1z.058 |
8 T T
7 5 i}
146 }
6 'w -
o S i
5 L H E
L b - i
B 0
4 H
: :
2 t T
0 1 2 3 4

Heralions

word recognition perfomance on 12 speaker {8 sentence evaluation set

Word Acciiracy | %

L 1L THoblact s ]
& 5.0 10.0 15.0 20.0 80.0
2.0 54.80 (56.0%) | 64.2% (85.0%) | 64.9% (65.6%) | 66.0% (67.6%) | 62.0% (64.0%)
4.0 74.0% (76.3%) TE.8F (77.7%) T7.0% (78.3% 77.9% (T9.1%) 76.8% (T7.4%)
6.0 77.E% (T9.0%) | B0.6% (81.5%) | 80.9% (81.8% 81.8% (82.5%) 81.3% (82.2%)
8.0 80.4% (81.8%) | 82.4% (82.3%) | sLa% 5&2.&%) 81.8% (83.1%) 82.2% (83.6%)
10.0 B0.6% (B2.4%) 83.8% (85.0%) 82.8% (85.0%) B83.8% (B5.2%) 81.5% (83.2%)
12.0 83.4% (84.3%) B4.0% (85.7%) 85.2% %u.u%) B3.9% (85.0%) B5.6%, (BE.4%)
14.0 £2.2% (82.3%) 84.0% (85.8%) 82.4% (85.4%) 83.4% (85T A3.1% (BB.2%)
1é.0 83.2% (85.3% 83.1% (85.4%) 81.8% (64.0%) Bi.4T (BE.TH) | 83.1% (BE.4%)
18.0 83.1% (B5.4% B2ET. (BE.4T:) 51.5% (84.2%) 82.7% (85.8%) B2.AT (AE.ET)
20.0 B2.4% (85.0%) 83.4% (85.4%) £1.3% (84.5%) 82.2% (A5.9%) 81.8% (85.4%)
220 a2 3N (aE3%) [ 83.3% (8547 BL.EY: (B4.8%) BL.1% (A4-60%) i—ﬂ_}_ﬂ_u,r, 84.5%)
24.0 B80.8% (84.7T%) 80.0% (84.T%) 81.5% (a8.2%) B81.1% (B4.8%) 80.8% (84.5%)
26.0 BO.TH (84.5%) BO.T% (84.5%) B1.6% (85.4%) B0.TH (84.7%) 8075 (84.7%)
28.0 78.9% (83.4%) 80.9% (84.7T%) 81.3% (&5.2%) B0.6% (B4.5%) 80.8% (84.1%)
30.0 || 78.4% (82.7%) | n1.0% (84.7%) | 81.8% (84.8%) | 81.3% (84.7%) | 79.3% (82.7%) |
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D.31 Experiment E.6.4

NLDA approach : ¥ = A(X) + f(=z)

genaral paramatars backpropagation parameters
dimension of orignial spacs az number of discriminated targsts : 146
dimension of image space | 16 icarning rato : o.008
discriminated classcs in on top LDA : 146 MoMEBLU | 0.9
targel drifl paramsters number of hidden units | a0
@ : o, iterations : &
a: 0.3 targst updats sfter 8
™ 1 sample sclection : randam
number of drift vectors | B0 (onc per phonem clasn)

developement of class separability

iterationis 4 1 2 3 4 B & ]

Tag 7,338 5.953 4,678 4416 4.880 4,399 3,048 |
=TT &880 = = % = - Ii.ef9 |

V7 I i,

5 - 6
deraions

word recognition perfomance on 12 speaker J8 sentence evaluation set

[ Il = THchbiact

ac ED 10.0 150 " 20,0 30.0

2.0 61.0% (B2.6%) 64.7% (66.070) 65.2%, (66.8%) €3.60 (64.3%) 64.9% (66.1%)
4.0 72.2% (73.4%) 74.2% (T5.4%) 74.7% (76.1%) 76.3% (TT.T%) 75.2% (76.0%)
6.0 76.1% (77.7%) 76.8% (78.4% TT.5% (T9.1%) 76.6% (75.4%) 78.6% (80.2%)
5.0 79.5% (81.3%) 78.5% (81.1% 79.9% (81.6%) TTe% (78.7%) 79.3% (80.7%)
10.0 80.2% (81.8%) 80.7% (82.4%) 81.1% (83.1%) 81.3% (82.9%) 81. 8% (#3.2%)

13.0 B0.4%, (A3.4%) BL.EV (B2.1%) 83.2% (84.8%) B3.4% (B5.6%) E1.6% (#3.205)
14.6 B1.6% (84.0%) £2.4% (84.0%) 84.7% (86.3%) E2.8% (84.0%) 82.3% (84.1%)
16.0 8L.8% (84.1%) 83.1% (85.0%) BEEF (87.7TR) 84,1% (B5.9%) 83.2% (B5.2%)
18.0 £2.2% (84.5%) s5.46% (85.7TR) 86.3% (88.4%) B4.5% (86.8F) £3.4% (85.0%)

0.0 82.4% (85.2%) 82.7% (85.2%) 8E.2%, (87.7%) 83.1% (86.3%) £2.0% (B5.2%)
22.0 B3.7% (85.7%) B1.B%: (B4.7%0) EE6% (B5.4%) 84,07 (B6.BT%) e1.5% (85.6%)
24.0 82.7% (86.1%) £2.0% (84.8%) 85.6% (88.4%) 85.2% (86.8%) B81.5% (85.6%)
26.0 B1.8% (8B.6%) 81.5% (84.1%) 83.6% (B6.8%) 83.1% (86.3%) 81.3% (45.4%)
28.0 70.7% (84.0%) 78.5% (83.2%) 83.2% (#6.8%) 82.0% (85.2%) 81.8% (45.9%)
30.0 T8.6% (83.1%%) 70.0% (85.1%) A1.1% (84.0%) 80.4% (83.8%) 78.9% (B4.7%)
80 i ki i x o]
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D.32 Experiment E.6.5

NLDA approach : ¥ = A(X) + f(z)

genarsl parameters backpropagation paramelers
dimension of origuial spage | a3 number of discriminated targets 146
dimension of image apsce : 16 lsarning rate | 0.008
discriminated classes in on top LDA : 148 Mmomentum | 0.9
targel drift parameters aumber of hiddan units | 20
o 0.9 iterations | 6
[ 0.4 targel updats sftsr o L]
™ | 1 sample selection : random
number of drift vectors | B0 (ome per phonem clase)

developement of class separability

[ feeraiion{s) ] o 1 F 3 ;] ) [ ]
[ G146 7338 E3BF  E.O7E _ 4.912 4921 31.635 3805 |
|| 1s.880 = - - - = 12.184 |
B
o
Cus "I
6 \'-\-
- "'-'F{)lu—. A A
5 e —-_c., 1;m.l.l...,______ﬁ___
4
3
2
1} 1 2 3 4 3 itersitions 6

word recognition perfomance on 12 speaker 4§ sentence evaluation set

| 11 THeoblact

ac E.0 10.0 15.0 0.0 300

3.0 60.3%, (B7.8%,) | 6u.3% (70.4%) | 67.0% (67.8% B7.0% (66.8%) | &7.0% (8A.3%)
4.0 TEER (TT.7%) 76.8% (78.4% 7T.8% (TV.3% 77.2% (T8.3%) 78.8% (78.5%)
&.0 79.5% (R0.4%) 78.3% (30.7% 79.1% (80.4%) 79.0% (80.2%) 80.2% {(40.5%)

&.0 81.3% (a2.8%) 80.0% (Al.6% £1.3% (82.T%) 81.3% (82.9%) £2.2% (83.2%)
10.0 80.2% (82.4%) B0.7T% (82.9%) £1.8% (84.1%%) 82.8% ila.b'ﬁ) B3.1% (84.7%)
1z.0 81.1% (83.a%) 42.2% (85.0%) 81.0% (84.TH) 83.4 88.3%) 8E.0% (B7.2%)
14.0 B1.8% (84.8%) 82.4% (BE.8%) 83.2% (RE.ETR) B83.6% (ﬂﬁ.l%g 84.3% (86.8%)
16.0 B1.E% (84.8%) 81.8% (85.3%) | 83.0% (85.4%) | 82.8% (86.3% 84.1% (87.0%)
16.0 B1.3% (84.3%) 82.0% (&5.4%) 82.5% (86.1%) 82.0% (R5.9%) 83.6% (86,6%)
206.0 81.3% (84.3%) 82.E% (85.7%) 22.4% (86.1%) B2.1% (86.6%) BE.OV (B&.2%)

22.0 BU. i 9] BZ.A% (B4.8%) | 80.6% (B4.3%) | B1.1% (B4.8%) | B5.6% (87.0%)
34.0 80.6% (83.1%) 81.1% (84.3%) | 81.3% (84.8%) | BL.8% (85.2%) | 83.2% (86.68%)
26.0 T8.7% (82.5%) 78.3% (82.9%) 80.6% (84.3%) 78, 7% (84.1%) B0.5% (BE.0%)
28.0 78.3% (82.4%) 77.8% (82.0%) | 79.3% (£33%) | B0.0% (84.0%) | 79.9% (83.8%)
50.0 77.9% (82.0%) 77.7% (82.0%) 78.3% (82.5%) 79.1% (83.3%) 79.8% (83.4%)
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D.33 Experiment E.6.6

NLDA approach : ¥ = A(X) + f(z)

backpropagstion parameters

- ¥ aumber of discriminated targets | 146
ce 16 lsarming rate : 0.008

discriminated classes in on top LDA | 146 momentum | 0.9
targel drifi paramcters number of hidden umnits : 20

o 0.9 iterations ! ©

B8 1.0 target update after : &

W 1 sample sclection : random

aumber of drift vectars : &0 (one per phonem class)

developement of class separability

iteration(s) || [1] 1 2 3 4 3 5|
G146 [ 7.329 4736 4.BUE ___4.737 _ 4.848 5000 4985 |
T [ i5.860 - P - - - 11681 |
B
1
7
Qs N
3
n .
3 o -—"“Cﬁ“'—"ﬂ-—g — S 4
4
3
2
L] 1 2 3 4 5, s 6
Ueralions

weord recognition perfomance on 12 speaker 48 sentence evaluation set

[ I1 THcbiact
ac 8.0 0.0 1%.0 20.0 30.0
2.0 46,27 (46.9%%) BG.4% (B1. B4.7% (56.690) 57400 (66.9%) 56,19 (57.00%)

4.0 80.7% (T0.6%) 71.8% (72.8%) 70.8% (71.8% 73.3% (T4.5%) 76.8% (76.5%)
6.0 77.0% (7T7.9% 77.98% (78.1%) 76.9% (T7.8% 77T.2% (78.8%) TT.I% (T8.8%)
8.0 80,6% (81.0% 81.5% (82.5%) 79.5% (80.4%) 80.2% (81.1%) 81.1% (82.0%)
10.0 80.9% (81.6% 82.0% (82.9%) 81.1% (82.0%) 41.1% (82.4%:) 82.2% (83.1%)

12.0 82.0% (82.7%] B2.4% (B3.4%%] 82.2% (83.2%] B1.5% (82.8%) B1.6% (83.5%%)
14.0 83.4% (83.2%) 82.4% (82.2%) B1.8% (83.1%) | 81.3% (83.1%) BOTH (82.4%)
16.0 81.5% (83.2%) 82.4% (B2.A%) a1.6% (83.4%) | B0.8% (82.9%) B1.5% (82.2%)
18.0 82.0% (B4.0% 82.2% (83.8%) 81.8% (8a.8%) | 81.8% (B3.8%) 81.5% (83.4%)
30.0 81.8% (83.8% B81.5% (B3.6%) B1.6% (R3.6%) B1.6% (B3.R%:) B1.6% (B3.6%)

23.0 TH.7% (83.4%) BL.6% (B4.0%a) B1.85: (BA.0%) B1.80 (B4.1%) RO.6%, (3.1
24.0 78.8% (82.4%) B0.6% (83.2%) B1.6% (84.5%) 80.7% (83.2%) 78.5% (81.5%)

26.0 78.8% (R2.5%) B0.2% (83.86% 80.8% (B3.B%) 80.0% (85.1%) 79.3% (82.2%)
38.0 78.6% (82.2% T9.7T% saa.ns 80.0% (BA.2%) Tu.8% (82.9%) Th.A% (82.2%)
30.0 76.8% (82.9% T9.3% (63.4%) 79.8% (83.8%) 78.7% (83.4%) 78.3% (82.4%)
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D.34 Experiment E.

NLDA approach : Y = A(X) + f(z)

genaral parameters

il

backpropagation paramelers

dimension of arignial space : az number ef discriminated targets | 146
dimension ef image space ! 16 laarning rate | 0.008
dizscriminated classcs in on top LDA : 146 momentum | 0.9
target drift paramsters number of hiddan units | 30
o 1.0 iterations 6
g : 0.0 targei update after : &
m | 3 samplc selection : random
number of drift vectors : B0 (ome per phonem class)
developement of class separability
[_steration{s) || [1] 1 F] 5 4 3 [ |
=] 7339 .55l EOOB _ 4.B87  4.385 4,138 3000 |
- = — - 3 12.218 |
8 T T T :
S i H
74 H e
Q 146 I ""l\_ I i
& = : '
§ e ss 3
; """..,:)'-—-
4 ' . ; 0
3 : :
2 H
0 3 4 B
I s : Heralions

word recognition perfomance on 12 speaker 48 sentence evaluation set

[ | THebiact
ac 5.0 10.0 15.0 20.0 30.0
2.0 B5.1% (B5.4%) 65.2% (86.1%) 64,35, (65.4%) | 64.7% (65.80%) 6600 (66.806)
4.0 T4T% (76.1%) 74.2% (75.4%) 76.3% (76.5%) | 7E.8% (Te.8%) | 77.9% (7Te.0%)
6.0 B0.8% (R1.8%) A3.9% (84.1%) £82.0% (85.2% 81.6% (R2.7%) 832.0% (32_7%%
8.0 82.9% (83.8%) 84.5% (85.7%) 84.0% (u.‘r%} 83.1% (83.8%) | 82.7% (83.4%)
10.0 83.1% (84.8%) 83.4% (85.2%) 84.7% (85.8%) 84.8% (86.1%) B4.5F (BE.TT)
120 83.9% (86.6%) | B4.B% (B6.8%) | 83.1% (B6.5%) | Ba.8% (B7.0%) | B4.7% (R6.5%)
14.0 s8i.a% (8e.6%) | A4.7% (87.0%) 84.1% (86.68%) 84.7% (R7.0%) | B4.3% (86.6%)
16.0 83.4% {86.5%) 84.1% (87.0%) B3.1% (AE.5%) 84.0% (86.8%) | 84.8% (87.2%)
15.0 83.2% {86.3%) 85.2% (B0.6%) 82.7% (86.1%) B3.1% (86.83%) 84.0% (B7.3%)
20.0 83.7% (A5.7%) | 82.9% (86.8%) 82.2% (65.4% 82.2% (85.6%) 84.0% (87.2%)
230 B1.E% (B4.7%) | Bz.0% (as.ﬂ%g B4.2 T R0.9% (84.7%) | 52.0% (86.3%
24.0 B0.7% (84.3%) £2.0% (86.3% RO.TT (84.7%) B0.6% (84.3%) E1.3% (86.6%)
26.0 80.2% (B3.6%) | B2.0% (86.5%) 80.2% (B4.3%) #0.2% (84.3%) 80.0% (84.0%)
28.0 80.0% (B3.4%) 8067, (85.0%) 78.3% (82.4%) 79.0% (83.2%) 78.9% (84.1%)
a0.0 80.2% (R3.0%) 80.6% (85.0%) 76.8% (83.2%) | 79.3% (3.8%) B0.2% (84.7%)
330 u.B% (B3.2%) TB.4% (B3.4%) 7.8V, (B5.2%) FEA9, (84.1%%) TH.0% (84.8%%)
34.0 7e.3% (83.2%) T6.3% (83.4%) 79.0% (83.2%) 79.0% (83.8%) 78.7% (84.7%)
36.0 79.3% (83.2%) TT A% (82.7%) 78.4% (B2.9%) TE.6T (83.4%) T 4% (83.4%)
3a.0 T8.4% (83.1%) 76.8% (B2.4%) | 77T.9% (82.7%) | 78.3% (83.2%) 7T.A% (82.7%)
40.0 Te.0% (81.3%) T7.0% (03.5%) | 7RA% (82.4%) | TT.AW (82.9%) TT.I% (83.1%)
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8k : T ¢ ; B
4 i ; e
BE ] H
¥ L
¥ B4 2 :
oy -
E( 82 Ry T
5 4 o 1
S w0 T T :
P 5 —OC—  TRebjact 5.0 L1 by iy
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D.35 Experiment E.7.2

NLDA approach : Y = A(X) + f(z)

genaral parameters

backpropagsation parameters

dimension of orignial space : az number of discriminated targets : 146
dimension of image space : 1s lsarning rats : 0.008
discriminatad classsz in on top LDA ; 146 MomeEntum ; o.%
target drift paramaters number of hidden units ! a0
& i 0.9 iterations : B
B 0.1 target update after : &
m i 1 sample sslection : random
number of drift vectors | 5D (one per phonem clans)
developement of class separability
[ ireration(s] [T 0 1 -] 3 ] ] n ]
[ Q148 T_7.329 B.361 _ 4.516__ 4.075 _ 3.884 3.83E 3.862 |
| =TT 15 880 - = - = 11,812 |
a7 ] ;
(\ H
753
Q 14 -
6 P :
5 "'h"?lll-
\:)-IE'--.._H,_ E
4 J ) —\}_:-—u(>————-¢.<>
3 : '
2 : 2
0 1 2 3 4 5 . X
Hleralions

word recognition perfomance on 12 speaker {8 sentence evaluation set

THehiact

ac 5.0

10,0

15.0

20.0

%0 56.7% (B7.9%)
4.0 TE.EF (76.3F)
6.0 77.4% (78.4%)
8.0 77.8% (78.0%)
10.0 81.5% (B2.4%)

B0.1% (60.8%)
78.6% (77.0%)
77.7% (79.5%
78.5% (81.8%
80.2% (82.0%)

61.97 (62.4%)
74.9% (76.3%)
TT.T% (79.3%
80.4% (82.0%
81.5% (83.1%)

62.2% (63.8%)
75.3% (T6.5%)
78.8% (79.9%)
80.2% (81.8%)
81.5% (83.1%)

12.0 B2.57: (83.2%:)
14.0 82.7% (83.8%)
16.0 82.2% (84.3%)
16.0 B1,A% (84.3%)

EL1% (B2.9%)
81.6% m.m;
82.0% (85.0%
81.3% (84.5%)
81.3% (B4.7%)

BL.B% (B%.4%)
80.7% (83.6%)
81.8% (83.8%)
20.8% (84.0%)
80,7% (84.5%)

81.1% {(83.4%]
81.5% (83.8%)
81.5% (84.3%)
RL.A% (B4.7%:)
80.2% (84.1%)

20.0 82.5% (85.8%)
24.0 B2.5% (B5.9%)
24.0 n2.0% (85.6%)

26.0 81.1% (85.0%)
28.0 79.7% (85.8%)
30.0 77.5% (82.7%)

BO.4% (B4.3%)
78.3% (83.6%)
79.0% (83.4%)
78.3% (84,5%)
77.0% (83.2%)

80.9% (84.1%)
7E.1% (83.2%)
774% (82.9%)
78.3% (84.0%)
77.2% (83.4%)

B0.2% (64.8%) |
7T.7% (B3.1%)
T5.8% (84.1%)
77.9% (83.6%)
77.2% (B3.1%)

35.0 Fe.a¥, (B2.5%)
34.0 76.1% (82.3%)
36.0 76.3% (82.58%)
sa0 || 77.8% (84.0%)
40.0 75.0% (82.0%)

TEAT (B1.8%)
TE.A% (61.8%)
74.8% (80.7%)
74.0% (80.4%)
74.9% (80.7%)

TE.% (63.0%)
T4.3% (81.1%)
74.3% (80.9%)
T5.6% (RO.7%)
74.8% (B1.5%)

FE 0%, (55.4%)
74.8% (81.6%;
758 (81.3%)
74.7% (B1.6%)
75.4% (80.9%)
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genaral parameicrs
dimension of orignial space |

dimension af |

diseriminated classes in on tap LDA :

targetl drift parameters

@
&

m i

Bumber of drift vectors :

D.36 Experiment E.7.3

NLDA approach : Y = A(X) + f(z)

az
i&
148

o
0.2
1
B

backpropagation parameters

sumber of discriminated Largats ;

learning rate :
momentuim |

mumber of hiddan units :

iteralions :

target update sfter :
sampls szlegiion :

0 {one per phonem class)

developement of class separability

148
0.o0&
0.8

a0

8

L
random

[

Iieration(s] ]|

[ 1

2 3

[

[T%.4E I 7.338 E.582 4.271 4.113 4.074 3.923 3.740
| _Cun Il_15.860 - = - - - 11.408 |
B - -
& e :
Qs "IN i :
[ > *
¢ b
5 [
.
4 ' ;‘m&-—,—_( )
3
: —
o 1 2 3 4 [

Herations

word recognition perfomance on 12 speaker 48 sentence evaluation set

L 1l THeblacl 1
ac ] 10.0 15.0 20.0 EIHE
2.0 38.3% (36.7%) B0.8%, (81.350) 54.4% (54.0%) 56.0% (56.7%) 57.3% (57.89%)
4.0 62.9% (64.3%) Ti.a% (72.0%) T1.8% (72.0%) a8.8% (70.6%) 71.1% (T2.7%)
6.0 71.8% (73.3%) 78.2% gvn.am T8.4% (78.5%) TEAR (79.3%) 77.7% (T9.0%)
B.0 75.9% ifa.t‘k) 80.9% (832.0%) &80.9% (82.2%) 81.8% (82.7%) 81.1% (82.7%)
10.0 TE.8% (TU.5% 82.2% (82.9%) 82.7% (83.8%) 82.4% (83.8%) B2.4% (H3.R%)
12.0 NT‘F«'}“T;_. RO.7T Ba. BE.0%) 83.9% (83.8%) | 82.9% (B4.0%) 8279 (83.8%)
14.0 R0.6% (81.B%) 84.3% (85.0%) 82.9% (84.1%) 82.5% (84.0%) B2.8% (84.1%)
16.0 80.7% (81.6%) 84.1% (85.0%) 82,9% (84.3%) 82.5% (84.0%) 83.2% (84.7%)
18.0 B0.9% (81.8%) 84.1% (85.0%) 83.1% (84.5%) 82.5% (84.0%) 82.8% (84.3%)
20.0 81.0% (82.9%) B3.8% (84.8%) B2.7% (B4.T%) B82.4% (84.1%) 85.2% (84.7%)
22.0 £2.0% (83.1%) B5.6% (B5 3% B2.4% (B4.7%) 82.4% (84.3%) 83.1% (84.859)
24.0 80.8% (82.9%) 83,1% (85.4%) 82.4% (84.7%) 82.9% (88.0%) 83.1% (85.2%)
260 a0.6% (82.9%) £82.T% (82.2%) 82.2% (84.7T%) 82.58% (85.2%) 82.48% (85.2%)
38,0 80.6% (82.9% 82.2% (&85.2%) 82.8% (85.0%) &81.8% (85.0%) BL.EY. (84.7F:)
20.0 80.0% (83.1% B82.7% (A5.7% B81.0% (84.7%) 81.3% (84.8%) 82.2% (86.1%)
aa.0 7 3.4 a 85.9 B3.0 T%) B80.9% (B4.8%) 82,05 (M'l%e
34.0 78.7% (83.6%) B1.5% (a5.4%) 80.9% (84.7%) A0.2% (84.1%) 81.3% (85.TF
36.0 75.0% (82.7%) BI.4% (86.9%) a0.8% (B4,7%) 76.9% (84.0%) B1.3% (85.9%)
38.0 T.0% (83.1%) 80.2% (B5.4%) 79.9% (84.0%) T6.1% (83.6%) TU.9% (B4.5%) ‘
40.0 TE.E% (83.8%) B0.6% (B3.6%) TE.0% (83.1F) T8.8Y (83.2%) T9.3% (84.0%)
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T
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D.37
NLDA approach : Y = A(X) + f(z)

Experiment E.7.4

genaral paramsters backpropagalion paramstars

dimension of erigaial apace : az number of discriminated targets ! 146
dimension of images space | 16 lcarning ratc : 0.008
discriminated classes in on Lop LDA : 146 momantum : 0.8
targel drifl paramaeters number of hidden uaits : ao
o 0.9 iterations ; L
B 0.3 target npdate after : 6
m 1 sample selection | randeom
anumber of drift vactors : 5D {onec per phonem class)
developement of class separability
[ sterationis) [T ] 1 ] E] F] 3 3 ]
[ @146 I E486__ 4673 4384 4,117 3.8al B.811 |
I =n 1T 15.860 - - - - - 11537 |
146 i <
¢ Mo H 1
A : H
\
S —
0 e
4 : % :"--{:)——Iq)
3 :
2 ‘ T
0 1 2 A 5
3 4 iegrahons

word recognition perfomance on 12 speaker 48 sentence evaluation set

[ IT —= _ T'Hobfact
ac 5.0 10.0 15.0 20.0 30.0
2.0 36.5% (37.8%) | EL.BW (84.0%) | 48.7% (50.4%:) | 4B6.8% (4u.0%) | B51.90% (n2.2%)
4.0 62.6% (84.3%) | 69.7% (70.8% 65.4% (89.83%) | 67.9% (69.0%) | 68.0% (69.9%)
6.0 72.9% (’H-H‘B; 74.3% (76.1% 75.8% (75.4%) 73.3% (74.7% 74.0% (TE.E%)
8.0 75.8% (77.5% 75.9% (T7.9% T8.6% (77.5%) 75.8% (77.4% 78.2% (Te.8%)
10.0 77.2% (T&.8% 77.0% %‘rl.ﬂ%) 77.4% (78.8%) | Te.8% (76.1%) | 77.7% (78.9%)
1z.0 T7. 4% (79 5.0% (B0.4%) TR.O0% (B0.4%) Tral, (76.0%) TB.3% (79.7%)
14.0 7T0% (79.8%) | 79.% (B0.6%) | TEAT (RO.6%) | 77.8% (78.a%) | Te.TH (80.7R)
6.0 78.6% (BO.2%) | T0.9% (81.6%) | 79.0% (80.T%) 79T (81.5%) | HO.0% (B1.8%%)
18.0 78.1% (80.2%) | s0.0% (81.8% 80.2% (82.0%) | 79.7% (81.5%) | 79.7% (81.5%)
20.0 TT.A% (80.0%) | B1.a% (82.9% 80.0% (81.8%) | 75.9% (BL.8%) | 80.0%W (A1.8%)
23.0 77.0% (7995 81.1% (83.3%) TE.OW (1.8 79.9% (BL.6%: T6.1% (B1.606)
24.0 TTAT (BD.4% 80.7% (83.1%) 79.7% (82.0%) 78.7% (82.2% T9.1% (B1.8F)
26.0 77.9% (80.4% B0.6% (83.1%) 80.2% (83.4%) 79.9% (82.5%) 78.0% (B1.5%)
28.0 77.4% (80.0%) BO.4% (83.7%) 78.5% (82.2%) 79.0% (82.0%) 78.8% (81.5%)
30.0 TH.4% (81.5% 80,2% (82.5%) T9.E% (82.5%) 7TB.1% (82.0%) | Ta.4% (82.2%)
32.0 TEAT (BI0%) | 79.1% (B2.4%) | 70.8% (B2.7%) | 78.6% (B2.5%) | 70.1% (85.1%)
34.0 TE.8% (83.2%) 78.1% (82.1%) 76.1% (82.0%) 79.3% (83.4%) 791% (85.1%)
26.0 78.6% (82.2%) | 78.8% (82.7%) | 77.7% (81.8%) | 78.1% (83.4%) | 78.0% (83.2%)
3.0 Tu.6% (82.2%) 78.8% (82.7%) 77.5% (81.6%) T8.8% (A5.4%) 78.0% (83.2%)
40.0 76.4% (R2.2%) | 783% (B24%) | 7T7.E% (81.6%) | 7R.A% (B3A%) | 79.0% (84.0%)
i TGRS ENERIEEBERERD : !
TRebfaes 5.0 ; i 3 :
TRebfact 100 H T H
TRebfact 150 Hudeinded i kL
w» B4 el — g TRebfast 200 e L 1 It
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= i 591 3 e FR %
£E 2 4 et L i et B, vy S
= % ; i i
74 1+ : -
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D.37 Experiment E.7.4

NLDA approach : ¥ = A(X) + f(z)

genaral parameters

dimennian of orignl
dimension of imag

targel drift parameiers

o
A

number of drift vectors :

146

backpropagation parameters

spacc az number of diseriminated targets : 148
pace | 18 learning rate : D.008
diseriminated classss in on tep LDA : 146 momentum ; 0.8
number of hiddan units | a0
0. iterations : &
0.3 targel npdaic after ; a
1 sampis sslsction i random
EQ (ons per phonem clans)
developement of class separability
[[iteration{s] || 0 1 2 a 4 [ 3
Q140 7.338 E4DE 4575 4,804 4.117 _ 5.831 AL ]
I_Qen \|_J15.8G0 - - = - = 11.537
8 | ! i 1 h
7 ™ ;
T H
G . i i
1"\,..\ i £
b 1 H
5 - f.' H
b e =
4 -_-ﬂ;h'ﬂ—-—-(hm{'
3
a i
o 1 2 3 4

iterations

word recognition perfomance on 12 speaker 48 sentence evaluation set

[ 11 TRebiact
ac 5.0 10.0 18.0 20.0 — an.0
3.0 B6.5W, (8785 $3.5% (54.0%) 40.7%, (80.45%) 48,39 (49.0%) 1.5 (52.2%)
4.0 E2.6% (64.3%) 60.7% (T0.8%) 68.4% (68.3%) BT.9%, (69.0%:) 69.0% (89.9%)
6.0 72.8% (7T4.8%) | 74.3% (76.1%) | 73.8% (T5AR) | T3 (T4.7% 74.0% (75.6%)
8.0 75.8% (77.8%) 76.9% (7T7.9%) TE.BT {(TT.8%) | 75.8% (77.4% TE.2% (76.8%)
10.0 TT.2% (T8.8%) 77.0% (TE.4%) TT A% (Th.A%) T6.8% (76.1% 77.7% (78.9%)
1z.0 T4 (79.0%) 75.0% (BU.4%) 79.0% (80.4%) T7.4% (76.8%) TR.A% (78.7%)
14.0 77.8% (79.5%) 79.1% (B0.6% 78.8% (80.8%) 77.9% (79.1%) 79.7% (80.7%)
16.0 78.6% (80.2%) | T8.9% (81.8% 70.0% (80.7%) | 79.7% (BL.5R) | #0.0% (81.5%)
18.0 78.1% (80.2%) 80.0% (81.0%) 80.2% (82.0%) LT (81.5%) 79.7% (81.5%)
20.0 77.5% (80.0% B81.1% (82.9%) 80.0% (61.0%:) 76.9% (81.8%) 80.0% (81.8%)
23.0 77.0% (79.9%) 81.1% (83.2%) T4.0% (81.85%%) 79.0% (BL.6%a) 7T9.1% (81.0%)
24.0 TT.5% (B0.A%) 80.7% (&3.1%:) 75.7% (82.0%) 79.7% (82.2%) 75.1% (81.6%)
26.0 77.9% (80.4%) B0.6% (83.1%) B0.2% (62.4%) 75.9% (82.5%) TH.0% (81.55%)
26.0 77.4% (80.0%) 80.4% (82.7%) 78.5% (82.2%) 79.0% (82.0%) 78.6% (81.5%)
30.0 7e.4% (81.8%) 80.2% (82.5%) TO.5% (82.8% 78.1% (82.0%) | 78.4% (82.2%)
330 TE A% (BLO%) 79.1% (83.4%) 78.E% (B2.T T TE.8% (62.57%) T8.1% (83.1%)
4.0 TH.8F (82.2%) T7H.1% (83.1%:) 76.1% (82.0%) 78.3% (B3.4%) T9.1%, (83.1%)
36,0 78.6% (82.2%) T84T (B2.7%) TT.7% (81.8%) 79.1% (88.4%) 79.0% (83.2%)
3s.0 TE.8% (82.2%) 78.6% (82.7%) T7.5% (81.6%) TEAT: (B3.4%) T9.0% (83.2%)
40.0 78.4% (82.2%) TH.3% (8#2.4%) 77.5% (81.6%) TE.BY (B3.4%) 79.0% (84.0%)
G RN NN SRR RRENE
88 d~d —O— TRebfart 50 bbb i I
s .__I_._; ——  TRebfazt 100 Is-,!:-- o po ..: : v;-
_ $o3=®= TRebfoct 150 f1..i i i
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D.39 Experiment E.7.6

NLDA approach : Y = A(X) + f(z)

gonaral parameters

backpropagation parameters

dimennion of orignial zpacs : 3z number of discriminated targsts : 148€
dimenzion of image space | 18 learsing rate : o.008
discriminated classes in on top LDA : 146 momentum | 0.%
targeti drift parameters number of hidden nnite : a0
@z 0.9 itarations ; &
B 1.0 targel updatc after : [
m o 1 sample selection | randeam
number of deift vectors : 50 {one per phonem clam)
developement of class separability
[ iteration{s) |T 1 1 3 3 4 E [ |
Q [ 7329 4672 4.358 _ 4.108_ B.AG0  H.A3A 3.700 |
=n E = . - < = 10304 |
8 18 1
oy :
7 13
2 4 . ; ; ;
6 1
5 RN ;
by o B i 1 H
= — i
4 S
3
2 H
0 2 8 .
I L 4 ileraions 6

word recognition perfomance on 12 speaker 48 sentence evaluation set

11 Thebiact
ac 5.0 10.0 150 0.0 0.0
2.0 EL.0% (B1.B%%) | 68.5% (60.4%) | 64.7% (6h.8 61.0% (62.8%) | 62.00 (62.8%)
4.0 T0.1% (71.1%) | T2.7% (74.0%) | 74.7% (75.8%) | 7Ti.6% (75.0%) | 7E.8% (76.8%)
6.0 74.3% (75.6%) 74.0% (75.8% 76.1% (77.4%) 76.5% (77.9% 76.8% (78.3%)
8.0 T7.5% (T9.0%) 76.3% (78.3% 7T.E% (79.1%) 76.5% (78.6% 77.8% (70.3%)
10.0 T8.6% (80.2%) 77.2% (79.3%) 79.0% (80.7%) TE.3% (80.6%) 78.8% (B0.6%)
12.0 80.2%; (u.z%; T7-T% (B0.4%) TH.A% (BO.6V) TE.A% (AO.6%) 76,759 (BL.EV,)
14.0 79.7% (81.8% 774% (T8.7%) 78.1% (80.0%) 79.0% (81.3%) T9.7% (81.4%)
16.0 79.1% (81.6%) 77.7% (80.0%) | 78.6% (BL.1%) 78.4% (81.1%) | 75.3% (81.8%)
i8.0 79.6% (82.8%) 77.2% (80.0%) 78.8% (61.3%) 78.6% (81.3%) 70.2% (R1.a%)
20.0 80.6% (83.4%) | 77.2% (80.4%) | 7&.6% (A1.3%) | 7a.8% (81.3%) | 78.0% (B1.E%)
22.0 80.9% (84,37 78,17 (B1.6%) TE1% (BL.5%%) 79.1%, (62.0%) TE.50 (BZ.40%)
34.0 B0.8% (84.3%) TT2% (80.6%) 77T.7% (81.3%) TR.4% (BL.8%) 79.1% (82.2%)
6.0 80.4% (84.0%) 76.6% (80.2%) 76.3% (80.7%) 7T.9% (81.8%) ThA% (B2.4%
28.0 TEAY (B2.4%) 74.9% (79.7%) 74.9% (80.0%) TEAT (81.5%) 76.1% (n.mg
30.0 76.8% (H-“'n; TEIR (79.7%) | 73.8% (79.1%) | 75.2% (80.8%) | 74.2% (79.9%)
33.0 TE.E%, (80 71.7% B%) 72.5% (7h.6%) T2.7% (80.0%) T3.4% (78.7%)
34.0 74.3% (B0.2%) T0.9% (77.4%) 71.8% (78.2%) £2.4% (78.7%) 72.8% (79.0%)
ae.0 74.0% (B0.8%) 70.1% (77.3%) T2A% (79.3%) 70.7% (T8.7TH) T18% (TR.3%)
38.0 72.5% (80.8%) 70.1% (77.2%) TLPR (79.1%) 72.0% (80.0%) 65.2% (77.8%)
40.0 71.8% (75.0%) 68.8% (T6.8%) 70.6% (78.8%) T0.6% (79.1%) 69.0% (78.1%)
0 : H ! H I e o O 1
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D.40 Experiment E.8.1

NLDA approach : Y = Af(X)

Ecoaral parameters backpropagation parameters

dimension of erignial space : a2 number of discriminated targets : 146
dimension of image space | 16 learning rate © 0.00&
diseriminatcd cisssss in on top LDA : 146 momantum | 0.8
taFgel drift paramesters number of hidden units : a3
o : 0.4 iterations : &
-8 0.2 targel updats after | &
m | 1 sampla ssisction | random
number of drift veotors : BO (enc per phonem class)
developement of class separability
[_iteration(s] ] [] 1 2 3 4 [ 3 |
[ Si4e 1[_7.33% 36594 2.962 FRTE 2.306 3.138 2.048
|_G&n [ 15860 s - = £ = B.GR4
Lo
S
146 6 Y
s e e s
4 S
3 )lu—.___c
e s W S T e TR, S S e e )
1
0
0 2 4 2 £ &
! 3 3 iteragions  ©

word recognition perfomance on 12 speaker 48 sentence evaluation set

{ i THebiact ]
ac 5.0 i0.0 20.0 30.0
2.0 20.2% (31.6%) | 46.7% (47.1%) | 51.8% (52.4%) B3.7% (63.0%%) |
4.0 48.8% (49.3%) BE.EY (60.1%) 82.0% (82.9%) 63.5% (64.7%)
8.0 B6.6% (59.8% 86.3% (67.2%) GR.4A% (nks%; 68.4% (80.7%)
8.0 &5.6% (67.4% 70.8% (T1.8%) 72.7% (74.2% T1.8% (78.1%)
10.0 68.8% (70.8% 72.9% (74.0%) 73.8% (75.4%) 73.6% (75.0%)
120 70.2% (72.0%) Teb% (Tea% 75.3% (76.87%) TE.ATe (7650
14.0 TL.TR (75.4%) 76.1% (77.5% TEO% (TT.0%) 76.1% (77.2%)
16.0 7185 (74.2%) TE.8% (T9.0%) 77.4% (78.4% 76.3% (77.7%)
18,0 T3.1% (72.2%) 77.2% [75-5%; 77.8% (T9.1% 75.8% (77.7%)
20.0 72.5% (74.7%) 78.1% (80.0% 78.1% (78.9%) 76.8% (TE.AT)
2z.0 72.8% (75.2%) T7.A% (79.7%,) TT.5% (B0.0%) T6.EV (T9.50%)
74.0 72.7% (75.6%) 77.2% (T8.3%) 77.2% (T8.9%) TH.4% (80.8%)
280 72.8% (75.4%) 7T.5% (80.4%) 77.4% (R0.2%) 77.9% (80.9%)
28.0 72.5% (75.4%) 79.0% tu.u%g 77 7% (80.9%) 78.3% (81.3%)
30.0 73.4% (75.4%) 78.0% (82.2% T84T (R1.6%) 76.3% (82.4%)
80 [ H {1 I
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e : ; ——s—  TRcbfact 100
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D.41

NLDA approach :

Experiment E.8.2

Y = Af(X)

gcharal parameters

backpropagation parameters

dimsnsion of orignial spacs : 32 number of discriminated targsts : 146
dimension of imags space ; 16 lcarning raic ¢ 0.00&
discriminated classes in on top LDA ; 146 momentum : 0.8
target drift parameters number of hidden units : a2
@ 0. iterations i &
B 0.2 targst update after : &
m o i sample sslection | random
number of drift vectors : 20 {onc per phoncm class)
developement of class separability
[icratien(s) || [ 1 2 3 ] ] - |
-7 T T.338 3.835 2986 2.816 2402 2.247 __ 2.086 |
| =TT (IR - - - = - 7.915 |
3T
2. N
146 . Y
5 N
4 ™
3 : L
2 L s mnnmc}
1
0
4 : .
. . a * Heralions

word recognition perfomance on 12 speaker /8 sentence evaluation set

[ T THeblact ]
ac 2.0 B.0 16.0 0.0 B0.0
Z0 3.4 (2.9%) Bl.2% (B1.3%) BE.B5, (BU.7F) E7.0% (B7-8%) E7.0%, (5B.BUa)
4.0 11.6% (12.5% 68.6% (70.4%) | 70.2% (T1a%) | 70.6% (71.6%) | 7o.0% (71.8%)
6.0 17.6% (20.1% T3.4% (7T4.3% T4.8% (75.6% T4.7% (75.8% 76.5% (77.5%)
8.0 24.8% (27.3% T6.1% (T7.4% 7T A% (7T9.1% 77.5% (78.8% 76.1% (77.5%)
10.0 32.8% (84.0% TEEF (T6.84%) | TT.4AT (70.9% 77.A% (T9.8F, 78.8% (7T9.1%)
120 55.6% (42.6%) F7.7% (T0.0%) FE.6%, ('ru.n'f';_. _!_‘!_z'!_!"t"i_‘u.u e (7587, o% (TU.B%
14.0 41.5% (44.9% 77.7% (80.0%) | 77.0% (70.4%) | 75.9% (78.0%) | 76.6% (78.5%)
16.0 64.3% (42.3% 78.4% (80.7%) | 78.3% (81.3%) | Te.5% (T9.9%) | TT.EW (80.4%)
180 || 46.3% (31.9%) | 78.5% (80.8% 79.0% (11.3%) | 77.0% (30.8%) | 7Ba% (RO.7TH)
20.0 48.8% (55.4%) | 79.0% (81.3% 78.0% (BL.8%) | T7.4% (80.8%) | 795.0% (81.8%)
23.0 50.4% (57.6% TE.1% (B1.6Va) | 78.6% (B1.6%) | 7B.4% (BL.6%) | 76.7% (82.5%)
24.0 51.0% (58.8% T9.7% (82.0%) | 7.8 (B2.0%) | 7e.3% (8L.6%) | TE.4% (81.8%)
26.0 82.0% (60.0%) | 79.3% (01.6%) | 79.0% (B2A%) | 77.9% (81.0%) | Ta.4% (K1.8%)
as.0 56.0% (63.5%) | 78.1% (81.6%) | 77.0% (B1.6%) | 77.8% (82.2%) | 76.8% (B1.6%)
30.0 56.9% (64.7%) | 79.8% (82.0%) | 76.1% (81.3%) | 76.8% (81.8%) | 76.8% (B2.0%)
o iad 1 T I T T O O R
! i : * E : 1‘..., drvnspanst ‘ i ey
1 . | H 1|—O— TRcbfact 50 :
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D.42 Experiment E.9.1
NLDA approach : Y = Af(X)

gcharal paramecters

backpropagation parameters

dimansion of erignial space ; a2 number of discriminated targets : 2481
dimension of image space ! 16 learning rats : o.008
discriminated classer in on top LDA § 148 momantum ; 0.8
targel drift parameters number of hidden unita : 32
o i 1.0 iterations : &
8 0.0 targst update after : L
™ o 1 sample selection : random
number of drifi vectors | 50 (one per phoncm claan)
developement of class separability
[dteration(s] T © I~ — 35 3 [] 5 3 ]
[[Zag [ 7.8%%  reac  ®waa7r _ Eo¥s _ Eoos 4986 <ass |
| _Gan [[_ 15880 - - = - - 15.477 |
1
7 12
Q 146
6 <
.
38 -
5 '_=!c,. _")'_—-—0_-__-?
i
3
2
0 1 2 3 &

iterations

word recognition perfomance on 12 speaker L& sentence evaluation set

E 10 TReblacl \
ai 5.0 7.5 iu.0 15.0 20.0
2.0 €1.53% (61.80;) | 63.5% (60.8%) | 6a.80 (64.8%6) | BG.0% (67.4%) | 66.5% (67.0%)
4.0 78 A% (Te.1%) T6.4% (T9.1%) 78.8% (78.7%) TT.O0% (T8.1%) TE.8% (79.7%)
6.0 80.4% (81.3%) | B0.0% (81.3% 79.9% (81.1%) 79.3% (B0.4%) 79.7% (80.7%)
8.0 82.0% (B2.9%) 81.3% (83.4% 80.2% (81.5%) 80.0% (81.3%) B0.4% (81.8%)
10.0 B82.9% (84.T%) 22.0% (83.6%) 82.8% (84.8%) 82.2% (84.0%) 83.1% (85.2%)
13.0 B3.7% (B4.8%%) a3.1% (85.0%) B3.1% (85.0%) | BS5.2% (85.9%) B2.50 (BB.300]
14.0 B3.4% (B5.6%) 82.9% (85.0%) 82.7% (85.4%) 83.7% (85.6%) 82.9% (88.6%)
16.0 83.2% (85.7%) 42.9% (85.6%) 82.2% (85.0%) 82.9% (82.7%) B3.1% (B5.7%)
is.0 B3.8% (86.1%) B83.4% (85.2%) 82.2% (a5.0%) 82.5% (85.0%) 83.1% (86.1%)
20.0 B3.4% (86.1%) 82.2% (85.0%) 82.2% (85.2%) | 82.2% (85.2%) 83.1% (R6.1%)
22U 83.2% (86.1%) B0 (B4.1%) B2.0%, (B4.89) B2 AT (85,4%) B2.0% (A5.90)
24.0 B2.6% (854} 811 (84.7%) B81.5% (B4.T%) B1.5% (85.8%) 8187 (A5.6%)
26.0 81.6% (84.8%) 78.7% (84.1%) | 80.7% (84.8%) | 81.8% (A6.6%) 80.6% (85.2%)
8.0 B1.5% (84.8%) T79.7% (84.1%) 79.5% (84.8%) 80.3% (84.5% 80.8% (85.2%)
30.0 80.8% (84.8%) TE.AY (B2.6%) 78.5% (B4.3%) 79.8% (84.5% 75.9% (R4.8%)
32.0 TE.8% (83.2%) TE.BV (B4.50%) B0.0%% (K4.505) TR.8% (n-g,vvag B0.3%: (BA-TT4)
34.0 774% (82.1%) | 76.a% (84.3%) 78.1% (84.1%) | T.E% (84.0% TE.ET (A5.4%)
B6.0 TYA% (82.3%) | TT.E% (B3.4%) 77.9% (82.0%) | 7Te.0% (B4.0%) ThA% (A3.4%)
3.0 || 7T.0% (83.1%) 77.0% (82.4%) TTER (82.7%) | TT.T% (82.a%) 7e.3% (82.1%)
40.0 || 77.0% (83.1%) 77.4% (83.3%) 76.8% (82.7%) | 75.8% (81.5%) 77 A% (82.7%)
9"1;‘;;:}5 EEERINEERNEENNERETRARENNE 7
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D.43 Experiment E.9.2

NLDA approach : Y = Af(X)

fenaral parameters

backpropagation paramstars

dimenrzion of orignial spacs : a2 aumber of discritminated targets | 2451
dimension of image space : 18 learning rate : 0.008
discriminated classes in on top LDA | 146 MomeEntum | 0.9
targel drift paramectcrn number of hldden unlis | a3z
@ 0.9 iterations : [
a1 0.1 target update after : [
mo: 1 sample seleciion | random
number of drift vectors : B0 {one per phonem cla)
developement of class separability
[teration(s) || [1 1 2 3 4 5 [ ]
[ Gyar [ 7.328 4.a32 4487 4.308 4.213 4.167 4.185 |
W= Y L — : = z - 11970 |
1
'ICL
€ 1 ~
6
5 \t
e
b e > o)
4
3
2
(4] 4 ¢ .
1 2 3 5 lten ¢ 6

word recognition perfomance on 12 speaker /8 sentence evaluation set

[ I THeblact
ac 5.0 B 10.0 15.0 20.0
2.0 68.4% (89.2%) | Ti.7T% (72.T%) | G0.B% (T0.8%) | 71.8% (72.TW) | 78.1% (T5.8%)

4.0 || 7os% (s0.6%) | B0.9% (A2.2%)
6.0 80.4% (51.8% a1.6% }BB.E%;

78.6% (80.0%)
81.1% (82.7%)

78.7% (80,9%)
80.0% (82.9%)

78.7% (80.4%)
81.1% (82.7%

20.0 82.9% (86.6%) | 83.1% (86.8%)

£2.9% (BE.8%)

82.9% (86.8%)

B.D 81.1% (83.8% 82.2% (84.3% 81.6% (83.8%) | 81.5% (83.8%) | 81.8% (83.8%
10.0 81.3% (63.8%) 83.2% (an.8%) 83.4% (BB.7T) 81.3% (83.0%) 82.9% (85.2%)
1270 B3.50; (A4.8%) | B3.0% (A6.30) | A4.50: (A7.3%) | Ba.47% (B4.896) | B4.1% (B6.870)
14.0 83.1% (85.9%) | 84.1% (86.8%) | 84.3% (87.9%) | 82.5% (86.1%) | 83.8% (86.8%)
16.0 B3.8%, (BL.8%) | B4.3% (BT.0%) | 84.3% (87.0%) | 82.0% (86.8%) | a3.8% (86.8%)
18.0 a3.a% (86.8%) | 83.2% (86.A%) | 82.4% (87.2%) | B3.1% (B6.8%) | B82.7% (86.5%)

82.7% (86.5%)

23.0 B2.7% (B6.6%) | BL.B% (B5.7%)
24.0 62.2% (86.3%) BL1% (R5.6%)
26.0 80.2% (85.4%) | 80.7% (RE.0%)
28.0 78.0% (84.5%) | 80.7% (BE.6%)
30.0 79.0% (B4.7%) | TT.E% (85.4%)

€2.0% (86.1%)
10.2% (n5.2%)
80.2% (85.3%)
77.4% (83.1%)
75.9% (82.8%)

82.2% (85.9%)
81.5% (85.9%)
81.1% (85.9%
79.9% (84.7%
78.1% (83.8%

B2.2% (86.1%)
B1.1% (A5.4%)
78.1% (85.2%)
Te.A% (84.5%)
7689 (82.9%)

530 T7.9% (B4.0%) | 77.0% (B3.7%)
34.0 76.1% (82.2%) | 74.5% (8L.a%)
36.0 744 (80.9%) | TaA4% (79.9%)
sa0 (| 78.0% (81.1%) | 72.8% (75.1%)
40,0 72.7% (78.3%) | 70.2% (76.5%)

75.8% (B0.7%
75.8% (80.6%
T8 (T8.4%)
70.8% (77.7%)
70.8% (76.8%)

74.8% (B1.3%)
T4.9% (81.5%)
73.8% (7R.3%)
71.7% (78.3%)
T0.9% (71.5%)

TE.6% (B1.80)
T4.7% (80.9%)
73.0% (80.2%)
7T1.B% (7T64%)
6T.4% (T4.8%)
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D.44 Experiment E.9.3

NLDA approach : Y = Af(X)

gensral paramecicry

L
A :

wm o

backpropagstion paramcters

dimension of orignial space : az number of dizscriminated targets ¢ 2481
dimension of image space : 16 lsarning rate | 0,008
discriminatsd classes in on top LDA | 146 momentum | 0.9
targat drift parameiers number of hiddan units | a7
: 0.8 iterations : "
0.2 target update afier : 1
1 sample salection : random
sumber of drift veators : B0 (onc per phonsm class)
developement of class separability
[iteration(s) || 0 1 2 ] 4 3 3 ]
g”s || IEEED) 4351 3.084 5739 3.644 _ B.BaG 5.anz
B0 [ 1tEsn - = i - = 10.958
B
7
146 .\ .
s,
B,
P X
4
P e rmr— O
3
2
1 2 k] 4

iferations

word recognition perfomance on 12 speaker /8 sentence evaluation set

Word Accuracy | %

[ I THebiacl ]
ac 5.0 7.k 10.0 15.0 30.0
20 57.3% (66.1%) | B6.9% (87.4%) | 68.7% (61.0 62.7% (64.0%) | 62.6% (63.6%) |
4.0 72.8% (74.0%] | 73.4% (T3.4%) | Ti.e% (7E.2% T1.8% (T2.9% 73.4% (74.7%)
£.0 77.4% (79.0%) 76.8% (T8.8% 7e1% (7ha1%) 74.7% (76.5% TEA% (77.2%)
8.0 TT.T% (Te.n% T8 A% taDA'F‘-g 78.8% (B0.4%) | TRA% (811% TO.5% (81.1%)
10.0 TE.8% (82.2% T9.6% tuz.n%; A0.2% (82.7T%) B1.3% (83.2%) 81.1% (R3.6%)
1z2.0 7R. 7% (&2.0%) &0, B3.1 80,7 B3.6 BL.0% {Ei.]%) 83.3%; (M.sﬂ%
14.0 80.7T% (83.2%) 80.7% (B3.8% 81.5% (84.3% 81.1% (84.3%) 80.7% (84.0%
1e.0 E1.3% (A3.8%) 80.0% (83.8% 80.9% (64.1%) 80 7% (R4.0%) 81.1% (84.3%)
18.0 80.7% (83.8%) 80.4% (83.8%) B80.4% (84.1%) 80.2% (83.8%) B0.4% (84.1%)
20.0 80.2% (83.4%) | 80.2% (83.8%) | 80.0% (83.8%) | 79.9% (83.6%) | B0.4% (84.3%)
23.0 BO0.4% (B5.8%) B0.0% (B3.6%) B0.0% (B5.8%) T9.80 (B5.2%) B0.0%: (84.09%)
24.0 80.0% (83.6%) | 80.0% (82.8%) | 80.0% (83.8%) | 75.7% (84.0%) B0.0% (84.0%)
26.0 80.0% (83.6%) 80.0% (83.8%) 80.4% (84.3%) | 78.3% (84.0%) TH.9% (83.8%)
28.0 80.0% (83.6%) | 79.0% (82.9%) | 78.5% (83.8%) | 7Ta.s%W (83.3%) | 7TR.aA% (83.1%)
30.0 78.8% (83.1%) | 77.0% (83a%) | 7r.v% (a3.%) | 77.9% (83.3%) | 77.0% (ma.w)
320 70.1% (B5.8%) T7A% (83.1%) 77.3% (B8.1%) | T7.2% (83.3%) | 76.6% (83.8%)
34.0 78.1% (32.9%) 77.0% (83.8%) | 77.2% (aaa%) | 76.8% (83.3%) 76.3% (82.7%)
36.0 77.9% (82.7%) TTT% (83.6%) TT.4% (83.8%) T6.8% (83.2%) 76.3% (82.7%)
380 77.5% (82.5%) | TT.A% (B3.8R) | 77.2% (83.4%) | 76.6% (83.1%) 76.3% (82.7%)
40.0 7T A% (82.8%) | 77.7% (84.0%) 77.0% (83.6%) | 7E.O% (82.2%) 75.8% (81.8%)
S S RS ERS A ERRR AERMRDENC R W R
O I 1 O i 0 i [|=—o— TRebfact5.0
: L 0.8 H i1 bt
- — o - ~—  TRehjact7.5
A RRAREREAN AN BERRE RN In N
! 8 i A il =" TRebfactfOU |}
84 et -t +—  TRebjact 150 i
- - s - +——
T H H coeeefe=~ TRebfact 200
82 : e ; L ferpes
rog al 11
80 : e *:-.L & |
7% fhek : ¢ S W ]l
1 F - H Bt s
| i : 11 o TR I
i 2 b SERENUERESEEEEDE sl
74 y: : H WEREN = :
72 A : 1 H
H i R 1 B
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D.45 Experiment E.9.4

NLDA approach : ¥ = Af(X)

genaral paramstors backpropagation paramstsre

dimension of orignial space 1 az number of discriminated targets ! 2481
dimension of mage apade | 16 lsarning rate : 0.008
disériminated classss in on top LDA : 148 MOMERLUTN | 0.8
targat drift paramastars number of hidden units | sz
o i 0.8 itarations &
A 0.3 iargel update after : &
m i i sample sclection : random
number of arift vectors | 50 (one per phonsm clam)
developement of class separability
u-uunnfﬂ 1T (3] 1 ] 3 4 5 3 |
Q146 [ 7.3a% 3,876 3.360 3,378 3371 3.1ED 5.137 ]
[ Gan [[_15.860 = = = - - 10.180 |
|
2R
¢ 146 \\
]
? S
4
i — -
R — ) O =0
2
4 5 -
0 1 2 3 iierations

word recognition perfomance on 12 speaker 48 sentence evaluation set

I TRcblactl
ac .0 _— 5 10.0 156.0 30.0
&.0 G7.4% (GR.G0G) 7185 (72.0%) 270 (Ta.8%) 73.80, (7495 7405, (5.8
8.0 || 723% (74.0%) | 749% (78.0%) | T (Te.A%) | TE.E% (7T.OW) | Te.e% (7A.A%)
10.0 75.2% !Tﬁ‘lﬁ 76.6% z"'ﬂnl%) 77.0% (TE.8%) 78.1% (80.7% 7E.0F (AD.4%
12.0 76,3 T7.5%) T8.6 BO.6% ) TR.1% (B0.4%) 78.0% (B0.7 7a.1 BO.2%
14.0 T8.3% (Ti““} 79.0% (80.9%) 78.4% (80.7%) 78.8% (81.1%) T8.6% (80.9%)
16.0 || T9.% (80.7%) | 7e.8% (80.0%) | ToA% (81aW) | Te.e% (81.2%) | To.0% (81.a%)
18.0 7a.6% (8D.7%) 78.0% (81.5% 78.0% (81.3%) 7A.A% (81.1%:) Th.6% (B0.9F:)
200 || 7e.8% (81.4%) | 7e.8% (81.8% 76.8% (81.1%) | 77T.0% (80.0%) | 7e.e% (s1.3%)
22.0 TE. 3% fﬂD.ﬂ%} 79.0% (B2.0%) 78.3% (81.1%%) 78.1% (81.1%:) 7H.0% (B1.8%:]
24.0 || TT.9% (80.0%) | Te.s% (82.9%) | Te.oW (Bi.e%) | Te.A% (81.EW) | 7T0.3% (82.4%)
28.0 77.5% (80.9%) 79.8% (83.4%) A0.0% (83.2%) 78.3% (82.2% R0.0% (83.2%)
28.0 || 78T (81.6%) | s0.2% (84.0%) | s0.0% (es.8%) | Te.a% (82.7% 80.0% (83.8%)
340.0 ThA%: Ll?.ﬂﬁ) 81.2% (_85.070) 78.3% (B4.1%) AD.0% (83.8%:) A0.8% (84.8%)
32.0 79.9% (83.8%%) B0. 7% (B4.5%) RO.0% (R3.A%%) A1.1% (85.0%%) 81.1% (85.2%)
34.0 || 7e.0% (83.8%) | 81.1% (85.0%) | B0.4% (84.3%) | 81.3% (85.2%) | B1.5% (85.4%)
36.0 || 79.9% (84.0%) | si.e% (85.8%) | s0.7% (s4.8%) | 81.6% (sn.eW) | BO.TH (84.8%)
38.0 79.9% (84.5%) B1.6% (AL.6%) BO.7% (A4.8%) A1.6% (85.6%%) AD.A% (B4.T%)
40.0 80.2% fﬂﬁ;u%) 81.8% rSE.ﬂ%) 80.7% fa‘.a%) 81.5% fﬂE.ﬂ%) 80.2% fﬂ‘.?%)
43.0 TH.1% {Bl.ﬁ%) 81.6% (85.6%) 80.T% (G{.B%} B81.5% fﬂﬁ.ﬁ%) 78.3% (B84.1%c)
440 || TraW (85.2%) | su.e% (84.85%) | 8% (84.7H) | K0P (82.2W) | 7L (as.3%)
48.0 77 A% (83.2%) 78.5% (A4.1%) AO.6% (84.7%) A0.6% (B5.0%) TRAY (A4.1%)
48.0 T7.2% fﬂa‘.l%,l 78.4% (83.8%) 80.4% (lE.u%‘a) 80.7T% {Bﬁ.iwﬁ) 78.3% (83.8%)
50.0 TE.1% (82.8%) T8.8% (84.0%) T9.3% (84.5%) T5.5% (84.7%) TT.T% (a3.e%)
L O 1O A 2 :
88 =8 TRcbfact 5.0 + +
+—  TRchjact 7.5 : :
86 i
|——  TRebfact 10.0 T
® B4 - TRebfaer 15.0
-
= prih C
g o TRcbjac: 20.0 i
2 =
a 8 I L :
$ e maRa LA
= H I
E 0 ittt : :
= ; o
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e 1
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70 Wi - T
o 4 8 12 16 20 24 28 2 35 40 a4 48 52
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D.46 Experiment E.9.5

NLDA approach : Y = Af(X)

genaral paramciers

targst drift parameters

&4
-

backpropagation paramaters

dimension of erignial apacs : az number of discriminated targets : 2481
dimension of image space : 16 learning rate : 0.008
discriminated clasecs in on top LDA | 146 momentum : 0.9
number of hidden units : 3%
a.s iterations 3 &
0.4 Largst updatc after : ]
1 samplec sclection random
Bumber of drift vactors | EU (one per phoncm claas)
developement of class separability
[Tteration(s) ] ] h 2 E] 4 5 [
7.53% 3.667  3.880 3.168  3.048 2.983 2830 |
5860 - = - = - $.610 |
B T T 1 H
= 1 I :
7
L \\ ;
L
3
X
4 AN T
I e H |
3 i 7 1:.—_
z t r ¥ - 1
3 4 g &
0 2 5

word recognition perfomance on 12 speaker /& sentence evaluation set

L 1l THRebiact
ac 5.0 10.0 15.0 20.0 30,0
2.0 B5.8% (B6.T%) 62.4% (83.87%) 64.7% (65.6%) 62.9% (64.05.) 62.4% (62.7%)
4.0 66.7% (88.3%) | 734% (74.9%) | 7LI% (T2.7%) | 72.9% (74.2%) | T4i.E% (75.4%)
&.0 731% (75.4%) 76.8% (76.8%) 76.3% (T7.4% 76.5% (78.1%) 76.8% (77.5%)
&.0 75.0% (77.0%) 78.4% (70.7%) T7.4% (78.4% TT.8% (79.1%) T8.4% (75.1%)
10.0 77.0% (78.6%) 79.7% (81.3%) 78.6% (76.7% 78.8% (T0.8%) 78.5% (80.6%)
iz.0 7R.4% (80.0%] 76.7% (8169 TE.A% (B0.9%) 79.8% (80.7%) 80.0% (B1.1%)
14.0 T8.1% (80.7%) 80.4% (83.4%) 79.8% (81.8%) 80.2% (82.8%) 80.0% (81.8%)
16.0 79.8% (81.5%) 80.2% (82.2%) 78.6% (80.9%) 79.8% (82.2%) 80.8% (82.9%)
is.0 HO.0% (AZ.0%) 78.8% (81.3%) Ta.8% (B1.59%) T8.6% (83.2%) 80.6% (A2.9%)
20.0 B0.0% (82.0%) TE.8% (81.8%) 7R 7% (82.5%) 76.9% (82.7%) n0.0% (82.9%)
43.0 79.9% (K31.0%) Th.1% (£1.3%) T9.3% (62.4%) TR-7T% (82.79%) BU.0%. (85.10%)
4.0 80.3% (B2.5%) T7.8% (81.1%) 78.8% (832.3%) T9.0% (82.5%) 78.6% (82.7%)
36.0 78.9% (82.4%) TT.0% (81.5% 7B A% (82.4%) 79.3% (83.1%) 77.5% (82.4%)
2&.0 79.5% (83.2% 77.2% (81.3% 77.0% (82.2%) 77.8% (82.9%) TT.A% (82.5%)
30.0 78.6% (81.6% 7T.2% (81.0%) 77.5% (82.7%) TTOW (82.9%) 77.4% (82.5%)
32.0 76 4% (B1.ER) TT.T% (62.3%) Tr.A% (B3.50%) T7.5% (64.7%) Fr-0% (82.4%)
34.0 7T.9% (81.3%) T7.8% (82.0%) 76.3% (82.0%) 75.9% (82.0%) 76.6% (82.0%)
36.0 77.0% (80.6% 7E.8% (81.1%) 76.3% (81.6%) 74.9% (81.5%) T4.8% (81.3%)
35.0 76.5% (80.2% 73.6% (79.3%) 74.3% (80.2%) 74T (81.3%) 73.8% (80.4%)
40.0 76.8% (80.6%) | 73.8% (78.3%) | 75.0% (8c.7%) | 74.7% (80.4%) | 74.0% (80.2%)
o0 T , T AREER BT SRR N SR R L
] B AL LI LI ——e— TRebfat 50
i WHRES) s ~—  TRehfact 100
i EREBEREEEE A —8—  TRebjae: 150
® gt oo E s e TRebfact 200 | {-
7 B : T TRebfac: 305 [ |
g = : . :
E 50 : : ; :
% 7% H ‘é;d o ]
= ;
< RS >
T ! L’é—v”‘*.
74 i i .
: =% i T3
e ; 3% O U L AN
{ ¥ EL TR H R
b e T T T —— 1
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D.47 Experiment E.10.1

NLDA approach : ¥ = AX + f(X)

genaral parameters

dimension af arig
dimensian of ima

o

a

ial space :
pace

backpropagation parameters
32 number of discriminated ill‘dtl 1 3451

16 lsarning rate :

0.008

discriminated classes o on top LDA | 146 momentum ; o.g
targel drift parameters number of hidden units : 10
1. iterations : &
0. target update after | @
1 sample selection : randem
number of drift vectors | 50 (one per phonem class)
developement of class separability
[[dseration(s) [] [ 1 2 3 4 E 3
[ Qias [T 7.32¢% 6.534 6.090 2.990 5.972 E.934 £.940 |
| I=TT I TE880 - - - - - 14.691 |
Be_ *
L Vi, s el i
e -
146 6 e ., Lt ym—t— )
5 H
4
3 1
2 : +
' 4 ;
¥ 1 5
0 T Y T
0 1 2 3 4 h 2
Heralions

word recognition perfomance on 12 speaker 48 sentence evaluation set
[ i THeblact
ac 7.0 £.0 TE T0.0 150 F0.0
2.0 T5.0% (15.0%) 79.1%% (79.9%) TE.B% (7T9.8%) TE.B% (7080 TU.ET, (B0.2%) TU.05% (79-7%)
4.0 80.9% (82.3%) | 82.9% (83.0%) | 83.4% (84.3%) | 83.06% (B4.85%) | 82.7% (B4.0%) | B2.7% (84.0%)
&.0 83.4% (86.1%) | 84.1% (85.6% 83.8% (85.4% 84.5% (86.3%) | 23.4% (85.0% 84.3% (85.9%)
8.0 82.9% (85.9%) | 85.6% (87.3% 85.0% (87.5% B5.0% (88.1% 84.8% (a'r.-r%; 84.8% (87.5%)
10.0 83.4% (86.3%) | &5.0% (87.9% B4.8% (B7.9%) | 84.7% (87.3%) | 84.1% (86.8%) | R3.3% (86.8%)
13.0 B2.50 (B7.0%a) | B2.70 (BG.1%) | B2.00 (B6.30%) | B5-2% (B7.8Ts) | R2.0% (BG.6%%) | B1.6% (AE.a%)
14.0 81.8% (82.9%) | 81.5% (86.3%) | B0.4% (B6.3%) | 81.1% (B6.6%) | 81.1% (86.8%) | 80.7% (86.2%)
16.0 80.8% (85.9%) | 79.9% (84.8%) | 79.5% (84.8%) | B0.0W (85.4%) | B0.2% (85.7R) | TO.TH (85.4%)
18.0 £80.2% (85.8%) TEA% (B2.7%) 78.3% (83.2%) T7.0% (81.5%) 76.5% (81.5%) 76.1% (80.9%)
20.6 TTAR (83.1%) | 75.8% (81.3%) | 75.3% (80.3%) | 73.4% (78.0%) | 729 (7T.TR) | TaAW (79.3%)
22.0 7EA% (81.1%) 75,65 (78.4%) T2.2% (77.3%) 65,39 (75.8%) BE.E% (76.1%) BE.70: (76.6%)
24.0 T1.1% ['r'-'.s%z 72.5% (77.3%) | 68.8% (75.0%) | 67.6% (72.7%) | €3.8% (T1.7%) | 87.7% (TE.4%)
26.0 70.1% (76.1% 87.2% (74.2%) BT.4% (7T3.6%) 6568, (73.3%) 54.2% (70.4%%) 62.7% (70.1%)
50 T T T
8 A o T
T = 3 H :
86 : o o ¢
e 8 I ek =2 ‘
& f % - :
P oA =
5 7 i i g ] ¥
8O * e 2 3 H
g fi' LiJ—o— TRebjaci20 H I
"'éu " 8 0t =—+— TRcbfact50 : o 3
= 5 : —®—  TRebfact 7.5 2 i,
” L & TRebfact 100 AN AN
=== TRebfact 150 B
e bl =D TRcbfact 200 gk A%
e S \“%“
- i W T N D T ; Y ?\“‘.
0 2 4 L] E 10 12 14 16 26
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D.48 Experiment E.10.2

NLDA approach : Y = AX + f(X)

genaral parameters backpropagation paramel

ers

dimension of orignial space : az sumber of discriminated targets | 2451
dimsnsion of image spacs : ie learning ratc : o.008
discriminated classss in on top LDA : 146 momantum ; 0.8
target drift parameters number of hidden units 1 10
ol 0.8 iterations | [
B 0.1 targel update sftar ; [
L 1 sample selzction : random
numbar of drift vectors : 50 (one per phonem clan)
developement of class separability
[ rteration{s) [ ] 1 2 3 S [ &
L S5 [[_7.33% 6.108 £.036  5.99%  5.8A3  5.A7E EALT
=T Il 15.860 - = = o = 14.392
g T T
146 o "“-«: Fp S < O oL A
5 ;
4
3 —
2 ¥ :
1 +
0 T
1] 1 2 4 . , 6
> ; lerayons
word recognition perfomance on 12 speaker 48 sentence evaluation set
[ 1T TRcblact ]
ac 2.0 B0 TE 10.0 15.0 20.0
X BO.0% (B1.1%) | 7u.80s (AD.4%) | B0.A% (BL.3%) | B0.00 (B1.60) | B0.7% (E1.8%) | B0.4% (61.3% |
4.0 £2.8% (85.0%) B2.4% (84.3%) 83.6% (85.6%) 83.6% (86.8%) 83.2% (85.2%) B3.8% (85.9%)
6.0 83.6% (8G6.5%) 84.1% (87.0%) 82.7% (85.7% 83.8% (85.8%) Az.4% (8579 83.1% (86.5%)
&.0 84.7% (A7.8%) 83.3% (86.8%) 83.1% (u.s%{ 8.7 (86.8%) 83.4% (86.1% 82.2% (86.3%)
10.0 84.3% (88.1%) B5.2% (BT.7%) 82.2% (86.8%) 82.2% (86.3%) | 82.0% (86.1% BL.1% (88.9%)
13.0 BidT (87.E%) | B2.7% (R6.B%n) | B3.0% (B7.0%) | B1.6% (A6.1%) | B1.5% (B5.6W) | B0.6% (45.0%)
14.0 81.5% (46.6%) B0.7% (B5.2%) 76.0% (84.0%) 75.3% (R3.8%) 7o.7% (83.8%) 75.1% (B4.1%)
16.0 TE.2% (81.8%) T6.8% (B2.E%) 74.3% (81.1%) 76.1% (82.2%) 74.0% (79.5%) TE8% (81.8%)
18.0 70.8% (T6.4%) | 69.5% (76.1%) | 68.1% (75.2%) | 66.8% (74.0%) | 70.1% (76.8%) | 70.6% (78.1%)
20.0 64.2% (72.0%) | 66.0% (78.1%) 64.7% (71.8%) 84.8% (7T2.7% 64.5% (73.4%) 84.3% (72.9%)
22.0 60.2% (69.3%) 6L.1%W (70.4%) €3.5%, (71.89%) 63.5% (71.80% E1.80% (70.4%%) 63.0% (70.9%)
4.0 Bad% (84.0%) | 52.9% (68.3%) | 61.7% (65.3%) | Bu.7% (67.7%) | 56.8% (65.6%) | B&.&8% (67.49%
26.0 B4.4% (63.3%) 57.2% (65.4%) E3.E% (61.1%) 57.6% (65.1%) 56.3% (85.1%) 54.4% (63.1%)
L 0 N T O 9 G R
1 3 H : N N T TS -
b : : ] |—e—  TRebjac 20
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i
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D.49 Experiment E.10.3

NLDA approach : Y = AX + f(X)

genaral parameters
dimenvion of orignial apace :
dimension of imags spaca :
discriminated classes in on top LDA :

target drift paramaters

[ 3

'

o

number of drift vactors :

32
16
146

0.9
0.2
1

backpropagalion paramciers

number of discriminated targein :

learning rate :
momentum :

number of hidden units |
iterations :

target update after :
sample sslsction :

2481
0.00&
D.g
in

random

50 (ome peor phonem class)

developement of class separability

[Civeration{s) [T ] 1 H 3 4 3 6

[ Sian T 732w €.206 %.B0E E.802 E.788 E.T77 5.74%

L GEn [ 15860 - - - - = 14,034
b T
-,.5..‘.!«..«4_'L ’

46 : .=

5 o e
i ¥
3
fl

1 erens :
o T —+ —T

¢ 5 : - 4 ¢ iterations :

word recognition perfomance on 12 speaker 48 sentence evaluation set

[ 1T THebiact
AcC :l.l:l_ 5.0 7.5 10.0 15.0 20.0
4.0 T9.0% (80.2%) A0.4% (80.8%%:) a0.2% (80.7%) &0.2% (80.7T%) B0.2% (AD.8%) 79.1% (79.9%)
4.0 81.3% (83.2%) | 81.1% (84.3%) E2A% (84.TH) E82.4% (84.TR) | 82.5% (85.0%) | 81.3% (83.4%)
&.0 £83.4% (85.7%) B3.2% (42.9%) 83.4% (86.3%) 82.4% (A5.4%) 82.9% (86.3%) B2.5F (&5.9%)
8.0 || 82.2% (82.6%) | 83.1% (86.3%) | 82.8% (80a%) | B2.8% (85.2%) | B2.7% (86.A%) | B3.6% (8T.5%)
10.0 B0.4% (84.7%) B82.4% (BE.E%) 80.7% (848.0%) 80.6% (85.0%) 80.0% (34.8%) 80.6% (85.4%)
12.0 TT.6% (B3.6%) | 78.0% (B4.7%) 7.6V (B3.6%) B0.6% (B4.5%) | 79.1% (84.8%) | 75.1% (84.1%)
14.0 76.2% (80.9%) | T6.8% (B1.8%) 78.9% (80.7%) 78.4% (80.6%) | 74.3% (M0.0%) | To.8% (T9.5%)
1&.0 73.6% (79.7T%) 72.7% (78.4%) T1.5% (77.7%:) 73.3% (78.3%) 73.8% (TB.B%) 72.9% (7&.8%}
18.0 89.0% (75.4%) | 87.7% (74.3%) 70.6% (76.5%) 69.3% (76.3%) | 67.8% (7T4.7%) | &7.7% (74.3%)
20.0 64.2% (71.3%) | 69.0% (75.0%) 67.2% (74.2%) 64.0% (71.5%) | 64.9% (72.4%) | 64.3% (72.4%)
230 64.2% (71.5%) 60.4% ('53.1%) 60.8% (GB.E%) 6l.1% fGB.O%) 58.8% (67.0%) 60.4% (6&.1%3
24.0 BE.5% (84.3%) | 54.2% (62.7%) 85.6% (84.2%) 57.3% (68.8%) | 86.5% (64.2%) | Ba.e% (66.7%)
28.0 B7.2% (80.2%) ET.5% (60.4%) B4.4% (61.1%) 53.6% (60.4%) 50.3% f!'ﬂ?%] 19'11?: (57.6%)
T R R 5 O 10 A R
T S SO T | T
88 ;
; == TRcbfaci 2.0
86 > * TRcbfact 5.0
&
® 84 = i - TRehfact 7.5
"@ 7= : TRebfaet 100
g & 7 = wew TRebfac 156
JEJ 80 - ;&,ﬁ-\ =0y TRehfaci 200
= e
e = Y :
B : :
74 :
72 A ey
70 A : ; 1
0 4 6 E 10 12 M4 16 18 20 2 2
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D.50 Experiment E.10.4

NLDA approach : ¥ = AX + f(X)

genaral parameters

backpropagation parameisrs

d_imun-iqu of orignial apace : a3 wumber of discriminated targets : 2481
dimension of image space ! 16 lsarning rate : 0.00&
discriminsicd classes in on top LDA : 146 momentum : 0.8
targel drift params number of hidden units : 1o
o 0.8 iterations : 1
- [i 8- target update after &
L 1 sample sslaction | random
number of drift veetors : 50 (omc per phonam class)
developement of class separability
[iteration{s) ] [1] 1 El ) 4 [] B |
14E T.339 5.308 5.814 5.848 5.837 5.828 B.A4s |
=TT [ 15880 e = = 2 = 13.660 |
BT H : | H i
0 9 "“""'-'-,l-.,,__ R H 3 :
146 & - s & £ :' p
5 : : ;
4 H T
1 : :
2 t
; : :
0 - H
0 2 A
. G 2 * rigrations 6
word recognition perfomance on 12 speaker 8 sentence evaluation set
[ 11 THoblagt ]
ac 3.0 5.0 7.5 10.0 15.0 20.0
2.0 B0.0% (80.TH) 80.6% (81.3%) R0.7% (BL.5%) | BL.6%s (A2.4%) B1.6%: (B2.4%) BL.1% (81.1%)
4.0 B1.8% (83.4%) B4.1% (85.7%) 83.8% (88.2%) 84.3% (85.7%) BL.TH (84.7%) B3.1% (#4.0%)
&.0 82.2% (84.8% 84.0% (86.8%) B3.6% (85.7% 83.6% (85.9% &5.2% (87.8%) A5.6% (B7.7%)
&.0 B1.6% (84.7% 83.8% (&7.7T%) B2.9% (86,1% 83.6% (86.8% 85.2%. (86.1%) 84.3% (87.0%)
10.0 81.1% (84.7% 82.3% (An.T%) BO. 7% (84.3%) 81.3% (84.8%) 80.7% (84.3%) 80.8% (84.3%)
12.0 S0.3% (B4 V] 80.3% (84.5%) BO.E% (B4.3%) B0.4% (84.3%) BO.3% (u..l%} BO.0% (B4.B0a] |
14.0 77.9% (83.6%) 79.1% (83.8%) 77.7% (85.3%) 78.1% (83.6%) 79.0% (83.2% 79.8% (83.8%)
16.0 75.6% (81.3%) TE.8F (81.8%) 75.0% (80,2%) TE.B% (BL.1%) TATF (80.7%) 7T4.7% (80.7%)
1&.0 70.9% (76.1%) 73.7% (76.0%) 72.0% (78.4%) Ti.8% (78.3%) 66.9% (77.0%) 8E.8% (7T5.8%)
20.0 67.4% (75.8%) BE6.5% (74.2%) &6.7% (73.6%) 66.59 (73.3%) 86.0% (T3.1%) 64.8% (73.4%)
FEN] 5.2 (73.1%) €3.1% (70.B%) | GB.EW (72.0%) ©4.3% (70.9%) BI.TT (70.0%) E5.90% (60.30%)
4.0 6LA% (704%) | 801% (66.1%) | 61.5% (68.2%) | 60.1% (85.3%) | 63.5% (68.8%) | 60.4% (88.3%)
26.0 B8.3% (67.0%) 55.0% (67.2%) B5.0% (86.3%) 55.7% (67.7%) BE.1% (85.1%) 58.9% (64,3%]
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D.51 Experiment E.10.5

NLDA approach : Y = AX + f(X)

genarsl parameters backpropagati
dimension of orignial space : az number of discriminatad targels : 2451
dimennion of image space | 16 lcarning fate ! 0.00&
discriminated classes in on Lep LDA | 146 maomantum : 0.
target drift parametars Bpumber of hiddsan unite : 10
&l 0.8 itaratiions : &
A O targst updats after : G
L 1 sample selection : randem
number af drifl veetors | 50 (one per phonem clam)
developement of class separabilily
[ Treration{s) [] 1 1 2 3 [l 3 3 |
| Qy4¢ T 7.32s 5.987 E.TAS 5.TES 5.734 5.720 E.G4d |
|_G=n Il 15.880 - - = - = 15.835 |
BT T T
0. T
Tas 6 el
5 t
4 ;
3 H
2 } :
i f + e
0 f + T
o 1 3 4 s 6
" Herations

word recognition perfomance on 12 speaker 48 sentence evaluation set

[ 11 THcbiact
ac 2.0 5.0 7.5 10.0 15.0 0.0
2.0 TT.5% (78.3%) 78.6% (78,370 T8.19: (79.8%0) 78,070 (79.77) Ta.8% (703 78.4% (78.1%)
4.0 81.8% (82.9%) &1.8% (83.1% 82.0% (83.4%) 81.8% (83.2%) 82.2% (83.2%) 82.0% (85.1%)
6.0 83.8% (85.0% 84.1% (85.9%) 82.0% (84.5%) 83.1% (84.7%) 82.7% (84.5%) B3.2% (An.6%)
8.0 85.0% (87.T% 8E.0% (87.0%) 84.1% (87.3%) | 84.0% (86.6%) A4.7% (87.3%) 83.4% {(#8.1%)
10.0 82.0% (BE.4%) 83.1% (86.6%) 82.9% (86.8%) £2.0% (8E.7%) 81.6% (85.2%) 82.0% (B5.7T%)
12.0 B4.3%, (B8.6%%) B1.1% (A4.3%,) BO.A% (B4.1%%) B1.1% (uq.m') B80.9% (M.a%g 81.3% (B5.67%%)
14.0 B81.8% (85.8%) 78.3% (83.7%) 78.3% (82.7%) 7%.9% (83.2%) 7985 (82.9% 80.0% (84.0%)
16.0 81.1% (84.T%) 79.9% (84.0%) 78.4% (82.2%) 77.7% (81.8%) T7.0% (81.1%) 77.9% (82.7%)
18.0 T4.BF. (82.9%) 7Y.2% (81.8%) TE.8% (B1.85%) 77.2% (81.6%) 76.5% (81.3%) 76.5% (B1.6%)
20.0 76.5% (81.6%) 73.4% (79.5%) 73.8% (80.0%) TE.0% (RO.0%) 7E.8% (81.5%) 7e.1% (81.8%)
22.0 T4.59; (AU.2%%) 73.0% (76.1%0) T4.35, (79.9%) 2.8 (79.1%0) T0.6% (77.5%) T2.5% (78.1%%)
24.0 68.6% (75.0%) 68.8% (75.0%) 70.8% (77.8%) 69.5% (76.8%) 65.8% (76.6%) 67.0% (74.1%)
26.0 65.6% (72.0%) 67.2% (74.5%) 66.0% (73.8%) 65.4% (78.6%) | 66.7% (74.0%) | 62.4% (70.1%)
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genaral paramsters

D.52 Experiment E.10.6

NLDA approach : Y = AX + f(X)

backpropagation paramaetsrs

dimension of orignial space | az numhber of discriminated targots : 2451
dimension of image space : 16 learning rate ; 0.00&
discriminated & in on top LDA : 14¢ momantam | a.s
targel drift parame aumber of hidden units | 1o
& 0.8 itarations : 6
a1 1.0 targel updatc after | [
L 1 #amplc saloction | random
numbaer of drift vectore : B0 {one per phonem cianx)
developement of class separability
| _tteration(s) || [1] 1 F] 3 4 3 3 ]
= I 7.339 E.AAJ 5.923 5955 6.100 5.876 6.022 |
[_Sxa 115 860 - = - - - 13.783 |
Ll 7 ! :
0 75 : i +
146 i ~ S i s 3y
6 (> { - O b
5 :
4 :
3 d : B
2 1
1 : $
0 f : T
2 4 L :
Y ! . tlerations g

word recognition perfomance on 12 speaker |8 sentence evaluation set

II N THcbiact = ]
ac 2.0 5.0 T 10.0 15.0 20.0 -]
.0 T7.0% (77.79%) TTT% (78.47%) T7.9% (79.0%) T7.5% (7e4A%) Tu.s% (80.2%) Te.8% (78.55%)
4.0 RD.6% (81.8%) 85.2% (84.1%) £82.9% (84.0%) 83.2% (84.1%) 83.4% (84.5%) ax.8% (K4.8%)
.0 B2.5% (84.8%) 84.0% (85.8%) B4.0% (ou.a%g 83.8% (85.6:) B4.7% (B6.8%) 84.0% (8B.7%)
8.0 83.1% (85.9%) B4.7T% (86.8%) 84.3% (86.8% BA.7TF. (B6.8%) 85.0% (87.2%) 84.8% (87.2%)

10.0 &1.8% (54.8%) £2.5F. (86.5F) B2A% (BE.7%) | 82.0% (85.4%) 82.2% (85.6%) 82.2% (&5.7%)
130 51.6% (B5.0%:) 81.8% (a5.7%%) Ba.4% (B5.3%%) B2.0%: (B4.B%6) B1.6% (B4.8%%) 81.1% (#4.59%)
14.0 79.5% (83.6%) 80.4% (84.0%) A0.9% (84.5%) BO.4% (84.7%) B80.7% (84.7%) 78.5% (88.8%)
1e.0 78.7% (83.6%) | 80.0% (84.3%) | 79.3% (84.1%) | 7E.I% (B3.4%) | Tea% (81.1%) | 7e.8% (42.2%)
18,0 7TE.1% (B2.2%) 76.5% (82.0%) TT.0% (B2.4%) T5.6% (81.1%) 74.2% (81.5%) 73.6% (80.9%)
20.0 74.5% (81.3%) 73.8% (B0.4%) T2AT (T9.7%) 72.8% (BO.4%) 71.8% (78.7%) 72.2% (78.3%)
23.0 T1.8% (78.4%) T0.9% (78.1%) T0.1% (78.1%) 65,07 (TE.60a) &5.3% (77.9%) TO.39% (7:7-6%)
4.0 87.8% (7Th.6%) 67.2% (7TE.A%) 67.7% (75.9%) £1.9% (71.5%) 63.8% (T5.3%) 64.5% (73.1%)
26.0 63.3% (7T1.1%) 60.4% (70.8%) 58.8% (69.2%) 57.2% (67.7%) B7.0% (67.6%) 57.8% (66.8%)
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genaral parameters

D.53 Experiment E.11.1

NLDA approach : Y = AX + f(X)

backpropagation paramsters

dimension of orignial space | a2 number of discriminated targeis 2481
dimensien of image apacc 18 learning rats : ©.008
discriminated classes in on top LDA 1 146 momenluin : 0.9
target drifl parameters numbear of hidden units : 20
o i 1.0 iterations : &
8: 6.0 target update after : &
mi 1 sample scleetion | random
number of drift vectors : BEC (one per phonem class)
developement of class separability
[Titeratioa(a] | T T F] 3 E] 5 & ]
T Oqac T 7.338 ©.280 E.RO1 5.6AE 5.656 E.AdE 5.451 |
| Qmn [T = 7 = = = 14.461 |
8(1_ T 1
0 7 ?.‘l-—__“--_ s ;
146 £ : :
H i -~ A
; : . O Q
5 1 T 1 T
4 ¢ ? ? ¢
3 : ; :
2 : —
1 i ; :
0 ; T : ; r
4 " ’
9 4 2 4 Heralions

word recognition perfomance on 12 speaker {8 sentence evaluation set
| 11 THRcbiact
ac 2.0 5.0 7.5 10.0 15.0 30.0
2.0 78,89 (76.6%0) 78.5% (80.4%) TE.BT (78,7 %) 79,75 (B0.4%%) 79.3% (7%.77) 0.0 (80.7%)
4.0 80.6% (82.2%) | 80.8% (81.1%) 80.4% (81.8%) | To.a% (81.1%) 81.1% (82.4%) 83.2% (83.4%)
6.0 83.4% (85.7%) 82.4% (85.3%) 83.3% (83.9%) 82.4% (82.2%) 82.4% (85.2%) &82.5% (85.8%)
8.0 A3.1% (86.6%) B3.8% (86.8%) 82.2% (85.6%) 82.7% (A5.7% 82.8% (8E.9%) 82.7% (85.7%)
10.0 82.2% (86.1% 82.0% (86.9% 81.8% (856.6%) | 82.0% (85.6% B1.5% (83.7%) B1.5% (88.2%)
12.0 BiA% (aa.a?.; 'a'u.nV..'I?s‘e.'.?ﬂ%' “B0.7% (54T | BL.BW (BE.9%) BO.4% (B5.8%) 80,27 (A5.27)
14.0 B1.5%, (85.4%) B0.6% (84.8%) 80.9% (86.2%) 79.1% (84.0%) T9.T% (84.8%) I-U.B‘Y'? {84.5%)
16.0 78.6% (83.8%) B0.0% (84.0%) 78.4% (83.8%) 78.3% (85.4%) 77.2% (82.4%) 7e.8% (82.2%)
18.0 75.6% (81.6%) | 76.5% (82.2%) 74.7% (80.6%) | 76.8% (81.6%) 75.0% (81.3%) 78.2% (80.4%)
20.0 7EAR (81.5%) | T2.3% (79.T%) T0.8% (77.2%) | 72.2% (Te.8%) 73.6% (78.7%) 73.1% (78.4%)
34.0 TL.ER: (76.67) TO.B% (77.0%%) 69.3% (75.8%) | 70.4% (77.9%) 68,75 (76.1%) 70.8% (77.0%)
24.0 E7.9% (74.5%) | 64.8% (71.8%) 65.4% (72.0%) | &7.2% (T2.4%) 86.8% (73.3%) | 64.7% (72.2%)
6.0 62.4% (68.5%) 60.1% (67.4%) 66.0% (73.4%) | 651% (T1.7%) 64.3% (70.9%) 62.2% (86.8%)
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D.54 Experiment E.11.2
NLDA approach : ¥ = AX + f(X)

genaral parameters

&

™ ot

backpropagation parameters

dimension of orignisl apace a2 number of disoriminated targets : 2451
dimansion of ima 16 lsarning rate : 0.008
diseriminated <l : 146 momentum : 0.8
target drift paramatars number of hidden units : 20
0.8 iterations : &
0.1 target update after : .3
t 1 samplc scloction | random
number of drift vectors - 50 (onc per phonem clsss)
developement of class separability
| sterationis) || i 1 E] 3 4 5 & ]
[[Siac [ 7.333 5.834  E.560 B 479 5.a85  E.A7% E.391 |
[T Snn 15860 - - = i - 13.972 |
&T T T - T
e i 3 t
146 ] ; H i i -
L : ; Jree - S
4 +
= : F
2 4 : : 7 :
1 - - ann
0 T T
i} 1 2 3 4 ; 8
3 Hlerauons

word recognition perfomance on 12 speaker 48 sentence evaluation set

[ I THRcbfacl
ac 2.0 5.0 7.5 10.0 15.0 6.0
2.0 TB1% (78.0%) | TTIR (79.0W) | T8.6% (79.8%) | 79.1% (79.9%) | 78.6% (79.8%) | 7TE.3% (75.1%)
4.0 82.2% (83.1%) B0.E% (uz.:%; 80.7% (82.2%) 80.9% (82.5%) 81.3% (82.9%) 81.8% (83.1%)
&.0 80.9% (83.2% 81.1% (83.6% 83.2% (84.1%) 83.1% (85.4% B2.7% (B4.5%) 83.2% (85.8%)
&.0 E2.9% (A6.6% 81.1% (84.8%) B1.6% (u.;%% B82.2% (85.4% 82.2% (85.7%) 82.0% (B5.2%)
10.0 £2.2% (84.3%) | 80.6% (83.6%) | 80.0% (84.1% 80.9% (B4.1%) | B81.5% (84.7%) | 81.3% (84.8%)
13.0 T6.8% (42.0%) 7H.1% (83.4%) BU.2% (B4.1%) Fo.7% (43.0%) B0.0% (84.8%) TO.E0 (64.3%)
14.0 77.6% (81.5%) 78.1% (83.2%) T8.4% (83.2%) 77.4% (B3.T%) TE.BF (83.8%) 78.0% (B4.3%)
16.0 75.0% (80.0%) TEAT (82.0%) 76.3% (81.5%) 75.4% (80.7%) 76.3% (82.0%) 77.2% (82.5%)
1.0 74.2% (78.1%) T1.3% (76.1%) T1.8% (76.1%) 760.1% (76.8%) 72.0% (T6.1%) T2.4% (T8.0%)
20.0 72.5% (Te.8%) T0.1% (T7.2%) 68.9% (76.8%) B87.0% (74.0%) BT 7% (74.7%) 71.1% (77.2%)
22.0 65.0% (756.0%) BE. TV, (7545 B7.0%% (73.15% 67.6% (70.8%) [3 5.6 69.8% (75:47%0)
24.0 86.1% (71.8%) | 65.1% (71.1%) 8T.TH (72.7% &7.4% (72.0%) 64.7% (72.2%) 87.2% (72.9%)
36.0 63.6% (70.1%) 62.9%. (67.9%) 61.0% (67.2%) 62.7% (87.9%) 63.1% (68.3%) 64.0% (65.9%)
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genaral parameters

D.55 Experiment E.11.3

NLDA approach : ¥ = AX + f(X)

backpropagation parsmelers

n of origoial space : 3z mumber of discriminated targeis 23461
: 16 lsarning rate : 0.008
discriminated classes jn on top LDA 1 146 momantum ; 0.9
target drift paramecters number of hidden units 20
o 0.9 itarations : &8
a1 0.2 targel update after : &
m : 1 sample selaction : random
sumber of drift veetors : 50 (one per phonem class)
developement of class separability
[[seratien{s) [[ 1] 1 2 -] 4 [ 6 |
[[Qi4e [ 732= 5.807 5.402 £.265 5.204 E.180 E.187 |
T [ 15.860 - - - p - 13,652 |
g H I 1
7 ; ; 4
¢ 146 . 58 3 i 1
] : e — H . :
5 z e )
i 3 - -
4 t > -
e
2 S :
b s e ; F—
0 v i ; : ;
0 F g
1 2 3 4 iterations 6
word recognition perfomance on 12 speaker 48 sentence evaluation sel

I1 THcbiact
AT 2.0 B.O T8 10.0 15.0 20.0
2.0 78.1% (76.0%) T&.4% (79.7%) 8045, (B0.95%) BO.25% (K0.750) RO.60, (BL.A9%] 80,45 (B1.1%,)
4.0 81.3% (83.2%) B4.1% (02.2%) 84.1% (85.2%) 83.8% (85.0%) 83.1% (84.3%) 84.1% (85.6%)
6.0 82.7% (84.8% 83.2% (85.9% 83.2% (85.T% 83.8% (85.9%) 84.8% (87.3%) 83.6% (86.1%)
8.0 82.7% (85.7% 83.6% (87.3% 82.7% (u.a.%g 82.7% (86.8%) 85.1% (87.2%) 83.1% (£7.0%)
10.0 81.8% (85.6%) B1.8% (885.7%) 82.0% (84.8%) 81.5% (B5.4%) B1.6% (85.7%) 80,9% (85.7%:)
1z.0 80.2% (84.1%) B0.7% (85.4%) R0,2% (B4.80%) B0.2% (B4.87) BO.3% (B5.6%%) 76,85 (86.0%)
14.0 80.0% (84.5%) | 79.7% (84.8%) 79.1% (84.3%) Te.4% (84.1%) | 79.3% (84.8%) T6.8% (84.1%)
1&.0 80.2% (84.8%) TR (B3aR) T6.6% (82.4%) 76.5% (B3.2%) 76.6% (83.5%) T74% (Ba.1%)
18.0 73.8% (80.0%) | 76.5% (82.4%) T3A% (T0.5%) | T24% (TE8.6R) | T1.7T% (76.3%) T5.8% (B0.0%)
20.0 70.8% (77.7%) 85.7% (76.5%) 64.0% (76.3%) 70.8% (77.4%) 70.8% (77.2%) 65.0% (76.6%)
27.0 68.3% (76.1%) 64 3T (VIEW) 665Dy (73.1%0) 66.7% {73.8%%) 67.0% (73.1%) 66.1% (72.2%)
24.0 81.7% (71.5%) 63.8% (68.9%) 83.3% (T0.4%) | 84.E% (71.7R) | 62.9% (89.7%) 62.9% (T0.6%)
26.0 61.3% (T0.9%) 83.8%, (65.3%) 64.0% (70.8%) 61.8% (68.8%) 62.0% (67.9%) 60.6% (87.4%)
% £ } : 3 o T i
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D.56 Experiment E.11.4

NLDA approach : Y = AX + f(X)

Efnaral paramelers bactkpropagation paramelers
dimension of orignial space : a2 number of discriminated targets 2461
dimension of imags spade | 16 lcarning rate : o.008
discriminated classas in on top LDA : 146 momentom : 0.9
targel drift parameters numbar of hiddes units : 20
@ 1 0.9 itarations | B
8 0.3 targel updale after : B8
m : 1 sample mslsction random
number of drift vectors : 50 {oBe per phonem clam)

developement of class separability

[ Tieration(s) || [ T F] 3 4 = 3 ]
[Shae [ 733% 5,691 6.970 _ E.188__ 5.175 _ 5.184 E.184 )
LT 1L.880 2 . . : - 15483 |
Es.l,h._ : i 3
7 : #
Q 146 * '
6 H '.
5 T —p— p— reer
4 oo
3 s ;
2 A
o - ;
1] 1 2 3 4 5 iHaritioms 6

word recognition perfomance on 12 speaker 48 sentence evaluation set

L I THeblact

ac 2.0 5.0 7.8 10.0 15.0 0.0

2.0 76 8% (77.T%) 79.3% (80.3%%) T0.0% (B0.4%] GEY, (A0.000) | 78.3% (76.9%) TU.8% (75.0%)
4.0 80.6% (82.7%) 82.9% (B4.7TR) 83.1% (84.7%) 82.4% (84.3%) 82.9% (85.0%) 81.1% (83.3%)
6.0 82.0% (84.8% 82.4% (u.‘r%; 81.8% (85.0% 82.9% (86.1%) B2.4% (85.4% 82.9% (BE.7T%)
8.0 82.5% IH.T%; 82.7% (87.0% 83.5% (86.5% 83.4% (87.3%) 83.2% u-r.ry,; 82.5% (86.3%)
100 B2.2% (86.3%) B1.5% (87.0%) 81.8% (87.2%) 82.7% (87.3%) 83.5% (87.7%) 82.0% (87.0%)

12.0 8005 (A5.7%] BO0.7% (BE.EW] 811% [85.9%) B1.3% (85.9%) BL.1T (86.3%) BU.7% (85.79%)
14.0 78.3% (85.0%) 79.7% (85.0%) 80,2% (85.0%) 80.4% (85.2%) BO.0% (B5.6%) 79.5% (84.5%)

1e.0 Te.8% (A3.8%) 77.8% (83.6%) 76.8% (82.7%) 76.6% (62.8%) T76.8% (83.4%) TE1T (83.8T)
18.0 TE.1% (83.4%) 74.5% (K1.3%) 71.8% (78.6%) 74.5% (81.3%) T2.2% (79.7%) 71.3% (78.0%)
20.0 78.1% (79.8%) T01% (76.5%) 8U.E% (T0.8%) 69.3% (75.9%) 68.4% (75.2%) B88.8% (75.2%)
22.0 67.0% (76.8%) 6600, (75.6%) G1.0%; (65.5%) BA4.20 (71.4%) €3 0% (TL.1%) 63.6% (71.7%)
24.0 83.1% (T2.0%) 61.7% (T0.4%) B9.9% (88.1%) B5.2% (67.7%) 55.5% (68.39%) B&.0% (64.7%)
1 56.8% (67.7%) 53.T% (64.0%) E2.9% (63.8%) E3.7% (63.8%) BE. 4% (84.3%) Es.A% (63.5%)
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D.57 Experiment E.11.5

NLDA approach : Y = AX + f(X)

genaral paramcters

B8

m

backpropagation parameters

dimansion of orignial space 33 number of discriminated targets : 2481
dimension of image spacc : ie learning rate : 0.00&
discriminated eiasser in on top LDA : 148 momantum : 0.9
targcl drift paramecters number of hidden unite | 20
0.8 iterations : &
0.4 targat updats after ; 6
1 sampic selection : randem
number of drifi vectors : EQ (one per phonem clanr)
developement of class separability
iteration(s) [ F 3 3 ) 3 3 |
7.328 5.536 5.333 5.332 5.213 5.028 £.016 |
mn Il 16.860 - - - - - 15127 |
g - —
TLL — ; ¢
146 o . ¥ H
5 . . S—
4 ?
3 mfrrnnans
2
1
4 -
4 1 2 3 4 ,
Heraltons 6

word recognition perfomance on 12 speaker 48 sentence evaluation set
[ I TRebiact
ac 2.0 E.G ¥.E 10.0 15.0 6.0
2.0 60.1% (B1.3%) TLT% (T2.7T%) 7535 (74.9%) T4.7% (756.8%) 72.9% (70.6%) T5.8% (74-5Fa)
4.0 75.8% (77.2%) | 78.3% (78.3%) 78.4% (79.9%) 78.6% (80.0%) | 78.7% (81.8%) | 80.6% (81.6%)
B.0 B1.1% (82.9%) 79.0% (81.8%) BO.7F (82.8%) 81.1% (82.9%) 80.2% (81.8%:) B1.E (83.2%)
&.0 82.5% (84.3%) 81.1% (82.9%) 80.9% (82.7%) B81.5% (83.4%) 82.2% (84.0%) BA.1% (88.0%)
10.0 81.6% (84.5%) B0.9% (83.0%) 82.2% (85.0%) £1.8% (88.0%) 1.8 (84.7%) B82.4% (A5.0%)
132.0 B83.0% (BEEW) B1.3% (h4.1%) B3.0% (B5.7%) Z1.5 v.'}'am. 3] B1.6% (85.2%) BZ.0% (85.4%)
14.0 BL.ET (84.8%:) 81.8% (85.4%) 83.0% (8E.7%) 81.52% (85,2%) 83.4% (85.8%) 82.4% (85.9%)
16.0 81.8% (85.2%) 81.5% (85.4%) &2.0% (85.7%) B1.8% (85.7T%) B1.4% (85.9%) B2.4% (8E.1T)
18.0 81.3% (856.2%) 81.3% (BE.7F) 80.7% (B5.6%) 81.B% (85.7T%) B1.8% (BE.1T) B80.9% (B5.4%)
20.0 78.4% (63.4%) | B0.4% (85.2%) 80.2% (88.4%) 78.1% (84.7%) | 80.0% (85.2%) | 80.2% (85.4%)
23.0 TE1% (85.10) | 7u.5% (84.7%) | 75.5% (BE.0%s) | 76.4% (Bo.8%) | B0.0% (85.0%) | B0.7% (86.6%)
24.0 7T (82.2%) 78.1% (83.2%) 7T8.4% (63.6%) 77.8% (84.0%) 79.3% (84.8%) TOTH (84.8%)
6.0 76.5% (82.0%) 77.8% (83.1%) 77 4% (82.4%) TT AT (B2.9%) 78.1% (83.6%) 78.7% (84.7%)
28.0 77.0% (82.4%) 75.3% (81.8%) 76.5% (82.2%) 76.1% (82.8%) 77.7% (82.5%) 76.3% (81.6%)
30.0 TE.9% (B1.5%} 73.8% (80.2%) 78.0% (R0.7T%) 74.7% (80.8%1 74.9% (80.0%) T3.8% (T9.7%)
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D.58 Experiment E.11.6
NLDA approach : Y = AX + f(X)

genaral paramatsrs backpropagation paramaters
dimension of erignial spacc : 32 number of discriminated targets : F451
dimension of image apace | 18 learning rate | 0.00R
discriminated sl =r in on tep LDA : 148 momentum : o.e
target drift parameiers number of hidden units 1 20
@ 1 0.2 itarations : &
- 1.0 targel update after : &
m : 1 sample sslection : random
number of drift vectors : 50 {one per phonem class)

developement of class separability

iteration(s) ]| [1] 1 2 3 4 3 3
=TT [[_732% 5A0F 48B4 %683 4,730 4.565 _ 4.804 |
| =T I 158e0 — o z = - 1L.84L |

i
0 75‘;"'\‘_ T
146 6 S i
: e :
3 +
2 : :
1 ; $ ;
! : : : 2 % iterations

word recognition perfornance on 12 speaker 48 sentence evaluation set

[ I THebiart
ac 2.0 E.0 7.k 10.0 16.0 20.0
2.0 47.7%h (i7.8%) 65.8% (66.3%) 68.6% (&65.8%) 66.0% (65.9%) 70.3% (To.s%) 6%.8% (70.2%)
4.0 85.8% (67.7%) | TEAT (T7.5%) | Te.s% (TTA%) | TEAW (75.0%) | so.o% (80.7%} | 78.6% (78.5%)
6.0 73.8% (78.3%) B0.2% (81.8%;) BO.0%: (81.1%) 81.3% (82.8%) 82.0% ;H.ﬁ"ﬂ) 82.5% (83.4%)
&.0 76.1% }'rn.n'r.) B1.1% (82.8%) 82.9% (84.1%) B82.9% (84.1%) 81.7% (84.0% 82.2% (83.8%)
10.0 TT.2% (B0 4% B2.7% (B4.1%) E5.2T (B4.7%) B3.2% (R4.5%) 82.5% (84.0% 82.7% (84.2%)
13.0 TT.T% (B0.9% B3.A% (64.80%) 83.3% (84.79%) B4.0 (B5.3%5) 83.1% (B4.7%) 85.1% (84.8%)
14.0 79.0% (82.0%) B3.6% (85.2%) B2.9% (84.3%) 83.2% (84.8%) 82.7% (84.5%) 82.9% (84.8%)
16.0 80.0% (83.2%) B2.0% (AE.0%) Bl.8% (84.0%) Bl.EW. (84.89%) 824 (85.0%) 82.2% (84.8%)
1.0 B0.2% (83.4%) B2.4% (85.4%) 81.5% (84.0%) g1.6% (B4.7%; £2.7% (BR.TH) 82.2% (n5.0%)
20.0 78.5% (83.0% 82.0% (&5.4%) B1.3% (84.1%) 82.2% [85.2%) B2.7% (8E.TH) B82.2% (85.2%)
23.0 TH.6% (u.sﬁ} B1.6%: (84.7%:) BO.6% (84.0%) B0.9% (84.5%) 82.7T% (85,79 82.7% (B5.5%)
24.0 T9.E% (84.3%) B80.8% (84.0%) 78.3% (85.6%) 79.0% (83.8%) 78.3% (83.8%) 78.5% (84.0%)
6.0 79.3% (84.3%) 79.1% (83.4%) Ta.a% (n2.0%) 78.8% (83.8%) Te.8% (83.6%) T0.0% (83.8%)
aa.0 77.6% (83.4%) 76.5% (81.8%) 78.0% (83.2%) 78.4% (83.2%) 78.3% (83.2%) TA.B% (83.8%)
30.0 7e.6% (83.3%) | 7E5.2% (R0.4%) TT.T% (82.4%) | 76.1% (81.8%) 76.8% (81.6%) | 75.8% (80.6%)
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D.59 Experiment E.12.1

NLDA approach : ¥ = AX + f(X)

genaral parameters backpropagation paramelers
dimension of arignial space | az number of discriminated targets : 24EB1
dimension of image space : 13 learning raie | o.o08
discriminated clamssx in on top LDA : 148 momentum : 0.9
targst drift parameters number of hidden units | a0
a i 1.0 iteralions : B
- 0.0 target update after : &
m 1 sample seleciion random
number of drifl vectors : 80 {onc per phonem class)

developement of class separability

[iicraticals) I [ 1 T 3 1 3 [ |
EHD ][ '?'.-3":‘-9 6,071 5.6AT 5,436 5.3321 5,288 5.267 [
= Il 15,860 = = = - - 14153 |
87 i
7 )
Q 146 5 "“n‘l:._
: e . s sgasias sdissisnsan
4 :
3 H H Sa—
2 : :
1 : : :
0 + T -
i} 1 3 4 i
2 5 ierations

word recognition perfomance on 12 speaker 4§ sentence evaluation set

ek Thebiact I
ac .0 5.0 = 7.5 10.0 16.0 300
2.0 Te. 9% (a0, B1.6% (B2.5% 80,87 (83.0%:) | 80.2% (&L.3%) 80.4% (81.3%) T9.9% (60.6%)
4.0 82.5% (83.8%) 83.2% an.ﬂi; B4.0% (85.4%) B3.6%, (85.2%) £3.2%, (88.0% 62.4% (84.3%)
6.0 82.7% (85.2%) 83.6% (85.7%) | 84.0% (86.1%) | B2.6% (85.7% B3.4% (as.q%i 83.9% (85.2%)
8.0 81.8% (8E.2%) 83.1% (86.5%) | B83.4% (87.0%) | 83.1% (85.6% 832.5% (85.6% 83.4% (86.8%)
10.0 80.5% (84.3%) | 80.9% (84.8%) | 81.8% (8E.7%W) | B0.9% (88.2F) 81.8% (84.8%) | 82.4% (82.9%
12.0 80,67 (84.7%) BO.7T% (84.7T%) BL.1% (B5.0%) BG.7% (B5.6%%) B0.2% (84.2%%) BO.9%, (B5.2%)
14,0 78.8% (83.4%) 80.0% (84.0%) | A0.8% (84.7%) | 80.0% (B3.4%) 80.0% (B4.0%) | 80.0% (23.8%)
16.0 74.9% (R0.9%) T7.7% (82.2%) | 79.0% (83.4%) | TT.TR (82.9%) TTA% (82.4%) | TT.AR (82.3%)
18.0 7T4.5% (80.2%) 75.8% (80.6%) T6.6% (81.3%) 75.6% (80,2%) 76,1% (81.5%) 75.6% (80.7%)
20.0 73.3% (78.6%) | 71.5% (784%) | 72.2% (78.4%) | T1.5% (80.0%) 74.7% (80.0%) 72.8% (T&.8%)
90 T T : T ; r
H H H i 5 O O 1
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D.60 Experiment E.12.2

NLDA approach : Y = AX + f(X)

Kcnaral paramotars

backpropagation parameters

dimension of erigaial space a3z mumber of discriminated targets ; 2451
dfm:;-unn of image space : 1& learning raic : 0.008
dizcriminated giasscs iz on top LDA | 148 momentum : o.w
targst drifl parameciers number of hidden units : a0
a 0.8 itarations | 6
B : 0.1 taFgel update after 19
™ o 1 sampls » B 1
number of drift vectors : 50 (enc per ph.,..:lm::.')“m i
developement of class separability
[_iteratian(s) || [1] b 2 3 4 3 [3 |
2 ic 7329 EBE]  EBR0_ 5,406 E.98E  R.13A 5.066 |
e 115 8e0 - = 3 - = 13.788 |
&J_ T T Y
Qi o :
146 6 e H
-
z ‘. — aapbasians 5 :P
7 .
3 ;
2 i
1 f
0 =
0 1 2 3 4 ;
Ugraiions 6
word recognition perfomance on 12 speaker 48 sentence evaluation set

il

TRebiact

2.0

5.0

7.5

in.o

15.0

20.0

73.8% (75.8%)
B0.7% (82.5%)
80.7% (84.0%)
80.9% (84.7%)
82.0% (86.5%)

BU. 4%, (AL,

B0.4% (85.6%)
T4.8% (B4.1%)
Th.AT (B3.2%)
77.0% (82.9%)

7TA% (Te.0%)
82.0% (88.8%)
B3.2% (8G.8%
82.9% (87.0%
B1.5% (86.6%

7e.4% (79.8%)
£3.0% (83.8%)
83.4% (86.3%)
82.2% (85.0%)
A80.6% (85.7%)

Th.1% (75.0%)
82.5% (84.3%)
83.6% (86.5%)
83.1% (86.3%)
80.0% (85.4%)

T6.8% (76.4%)
B1.8% (84.0%)
82.9% (88.7%)
83.4% (BE.8%)
80.9% (85.6%)

76.0% (75.9%)
E1.8% (84.0%)
82.9% (85.7%)
B4.3% (87.2%)
81.8% (B5.9%)

B0.4 £
B0.9% (B5.9%)
78.8% (85.2%)
79.3% (84.5%)
77.89, (83.6%)

TE.T% (84.3%)
78.9% (84.7%
TO.E% {
7T A% (82.9%)
75.9% (82.8%)

79.0% (84.1%)
Ta.8% (84.1%)
78.3% (84.5%)
TT.TR (B3.2%)
74.2% (81.3%)

B0.0%, (A5.0%%)
B0.2% (B5.0%)
80.0% (85.8%)
75.3% (B3.6%)
75.6% (B1.6%W)

B0.2% (84.7%%)
80.0% (84.5%)
78.0% (84.7%)
75.2% (81.3%)

74.9% (BG.3%)
72.7% (76.4%:)
86.3% (74.9%)

TEEW (82.4%)
CEAT, (73.4%)
63.5% (71.3%)

T2.T% (T8.1%)
64.7% (72.2%)
85.8% (T1.8%)

TE.E, (AO.4%)
Gh.1% (75.4%)
&8.1% (72.5%)

74.3% (8D.T%)
66.3% (73.3%)

64.7% (71.8%)

73.8% (R0.2%)
T1.5% ;?a.u?.
BE.B% (T4.09)
&4.5% (71.7%)

Werd Accvracy § %

- H i Tt -
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D.61 Experiment E.12.3

NLDA approach : ¥ = AX + f(X)

genaral paramelers
dimension of orignial space :

dimension of ima

pace :

discriminated classzs in on top LDA :
target drift parameters
&
B
m |
number of drilt vectors :

Q 146

az
18
148

o.
0.3
1
B

backpropagation parsameters

numbsr of discriminated targets @

lcarning rata :
momentuim |

number of hidden units :

iterations :
targel update aftor :
sample scicetion |

0 (one per phonem class)

developement of class separability

0.
0.

2451

0oR
]

ao

random

[[Tieration(s) [ [ i 2 3 4 5 3 |
E-IVTE IEEET E.BG8 5280 E.114 5.007 4.954 4.848
I Qen 115,880 = = PS5 = B 14,8580
BT T T T
7 ey r :_}
e H 1
6 LR i
L= 4 '
3 H = i !
4 +
:
3 H )
2 : : :
1
1 T H
i ; :
0 t - +
2 3. ; 6
0 1 2 3 4 iterations

word recognition perfomance on 12 speaker /& sentence evaluation sei

—

I

THRabiact

Ac

2.0

5.0

7.8

10.0

15.0

20,0

1.0
4.0
&8.0
&.0
10,0

TT 1% (T6.4%)
82.2% (83.4%)
81.5% (83.6%)
81.5% (84.1%:)
81.1% (84.1%)

Th.AGy (79.778)
84.5% (85.7%)
B4.0% (u.a%g
B2.4% (85.7TR
83.4% (87.5%)

7u.3% (80.4%)
83.2% (84.8%)
B3.8% (B6.1%)
£4.0% (B7.5%)
B3.4T (B7.T%)

T8.19, (B0.2%)
81.8% (83.6%)
B1.8% (84.3%)
B3.1T% (BT.0%)
82.4% (86.6%)

BO.A% (B1.A%%)
B4.0% (85.8%)
84.7% (B6.8%)
83.8% (Ac.a%)
82.9% (87.2%)

7u.1% (80.2%%)
83.4% (84.7%)
83.8% (86.3%)
84.1% (87.3%%)
B3.E% (BR.2W)

1z.0
14.0
ia.0
ik.0
20.0

79.1% (65.60)
77.5% (82.4%)
76.8% (B1.8%)
719 (77.9%)
65,.2% (77.0%)

82,99 (B7.570)
20.9% (85.4%)
76.1% (82.0%)
73.3% (79.5%)
86.8% (76.5%)

B2.7% (BG.B%)
80.7% (845.2%)
76.5% (81.8%)
70.0% (T8.1%)
66.3% (74.0%)

B3.4% (B6.6%)
80.2% (85.2%)
76.3% (82.0%)
66,2% (76.5%)
84.8% (72.7%)

B19% (86.6%%)
80.6% (88.8%)
75.2% (81.8%)
71.1% (79.0%)
66.1% (T4.9%)

8355 (67 8%
78.7% (B4.8%)
7Te.8% (82.2%)
70.9% (74.3%)
B88,3% (77.9%%)

22.0
24.0
26.0

69,27 (76.570)
86.8% (72.9%)
Go.8% (Ga.8%)

E5.50; (71.7%)
60.6% (6R.4%)
56.8% (66.7%)

G3.8% (74.8%)
62.2% (69.2%)
57.9% (63.8%)

65.1% (71.1%)
55.0% (64.7%)
57.2% (63.5%)

G2.6% (71.8%)
80.8% (68.4%:)
56.5% (63.8%W)

62,05 (B8.2%)
61.9% (89.5%)
57.9% (64.9%)

Werd Accuracy | T
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D.62 Experiment E.12.4
NLDA approach : ¥ = AX + f(X)

“lll'll'l'.l PATAMSLETS

backpropagation parameters

dimension of arignisl space | a2 number of discriminated targets : 2481
dimension of image space ; 16 learning rate : 0.008
discriminated giassce in on top LIDA | 148 momenlum : o.%
targel drift parameters number of hidden units : 30
@ 0.8 iterations : [
a - 0.3 targst npdatic after : €
m o 1 sample sclecction : random
mumber of drift vectors : 50 {ons per phonemn cian)
developement of class separability
[ tteration(s] ] u 1 2 3 4 5 [] ]
| Q148 Il _7.338 E.T21 5.206 E.00& 4.818 4.730 4,726 |
| =TT IL_15.860 = - = = = d3.106 |
E ‘1 T : T
N i
146 6 —,
5 1 = — — 5
i P —
4 H
3 .f
2 : :
! ;
] :
1 4 : -
0 2 3 ileralions 4

word recognition perfomance on 12 speaker /8 sentence evaluation set
II THcbhtact
ac 2.0 B0 T.E 10.0 15.0 20,0
2.0 TL.T % (17.00) 76.6% (74.750) T7.0% (7900 T8.B% (7930 B0.4% (B0.7% 5,400 (78,75
4.0 a2.4% (43.2%) &£2.9% (83.8%) 82.9% (83.6%) &3.1% (83.8%) 82.7T% (sa.nw.‘,; 22.5% (43.1%)
6.0 83.2% (85.0%) | B4.0% (85.7%) | 83.7% (84.8%) | 82.9% (M..a%{ £82.7% (84.7%) | 82.9% (84.8%)
8.0 83.8% (88.3%) BT (88.4%) 83,1% (85.8%) 82.4% (84.8% £2.4% (85.4%) 82.8% (85.0%)
10.0 82.9% (85.7%) 82.9% (86.1%) 82.2% (85.2%) 82.0% (88.0%) a2.9% (85.9%) 82.9% (B5.9%)
13.0 83.0% (85.0%) BI5% (Aa.A%) BL.5% (86.0%) B1.3%: (BE.2%) B0.5% (84.7%%) BO.75% (A4.5%%)
14.0 80.8% (84.7%) 81.1% (85.7% 80.9% (B5.6%) 80.4% (85.3%) 80.2% (85.4%) A1.1% (85.4%)
16.0 BO.A% (85.4%) 78.9% (85.0% a0.0% (86.2%) 80.2% (A6.4%) TH.1% (84.1%) 78.0% (84.8%)
18.0 T9.7% (84.7%) T9.7% (B4.7%) 78.0% (84.1%) 7e.7% (84.5%:) T9.3% (B4.1%) 79.0% (B3.8%)
26.6 T7.4% (83.6%) TE1F (84.3%) T6.0% (84.5%) T AR (85.8%) 77.7% (83.4%) TEAF (B2.2%)
3z.0 F4.7% (82.3%) 76.1% (851%) TT.7% (84.1%) TE.I% (B1.B%%) T1-0% (83.87) Tr.AG (BE.27%)
240 73.5% (80.8%) 75.4% (B2.4%) 71.8% (78.5%) 69.8F (T7.4%) 70.4% (78.1%) 68.8% (7T7.7%)
36.0 85.7% (78.3%) 70.9% (78.3%) 66.8% [T4.7T%) 66 8% (75.0%) 64.8% (72.9%) 66.1% (T3.4%)
%07 . 0I5 T T T O ] T
2005 S A 0 0 1 0 S R . U, 5 R O 15 Y
88 o : ol i3 : g : i i ! ;
6 ; 3 mepn i ; :
; T T i i : : T
L grprcd f== : i ! ]
i r -t s ' 1 H '!
E’ 82 - A o : i
: e . ik frreslonn e R : :
£ ] —O—  TRebfact 20 !i ; % e i
x = =" TRchiact 50 A0 Ak | 1 T f
E: 76 - ,r[ o e 3 ek ' N ‘m-u
7 ¥ TRebfuct 100 AN
L —#—  TRebfaes 150 ‘% ki
= E \
7 —r—  TRebfaet 200 &LQ* ‘;
70 e ——— ¢ AN\
o 2 4 3 ] 10 12 14 16 18 24 26
@
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D.63 Experiment E.12.5

NLDA approach : Y = AX + f(X)

Eenaral parameters
dime

targel drifl paramsters

o
A

i
H

Q 146

backpropagation parameters

n of orignial space : 532 anumber of discriminated targets 2451
dimension of image space 16 learning rate : 0.008
discriminated classes in on top LDA : 146 momentum ; 0.9

number of hidden units 1 ag
o, iterations : ]
0.4 targei update aftar 1 8
1 sample scicetion : random
numhber of drift vectors | B0 (on# per phaonsm class)
developement of class separability
[Tteration(x) || 1 ;5 El 5 4 [ € ]
[[Ghag [[_7.238 5.5BE __ 5.104___ 4.823  4.786__ 4.757 4687 |
I Gun 1T 15.860 - - - - - 12.723 |
BT T 7
5 3
7 :
[ e :
e —y .
- H OB o o, e e )
4
2
1
0
0 1 2 3 4

word recognition perfomance on 12 speaker 48 sentence evaluation

Herations

set

THebiact

20.0

137

ad 2.0 B0 7B 10.0 15.0
2.0 B0.0% (B0.0%) BL.5% (A2.00%) BO.6% (BL 8% BU.TH (BL.8%%) B1.1% (B2.0%) B1.1% (B2.0%)
4.0 84.8% (85.6F) 83.1% (B4.1%) 82.8% (R4.1%) 83.4% (B4.7%) 82.5% (83.8%) B82.4% {(83.6%)
6.0 83.6% (ua.mg B1.8% (85.7% 82.7% (85.0% 82.4% (84.7%) | 83.7% ru.u%} 82.2% (B4.5%)
8.0 83.6% (86.3% 85.4% (88.4% 83.8% (87.0% 83.1% (86.1%) | 83.6% (86.5% 84.1% (87.5%)
10.0 83.2% (86.8% 84.8% (BA.AT) | 84.5% (88.1%) | 84.3% (BY.EW) | 8#4.1% (87.8%) | 84.7% (86.2%)
1.0 B3.E [F?.'W.,‘i‘ﬂ?.?f‘?‘. BE.4Ts) | B2.0% (BR-ATs) | B2.50 (AT.70) | B2.4% (AT.B0R) | B3.10y (A6.206)
14.0 82.9% (07.2%) | 82.4% (87.5%) | 82.2% (87.0%) | 82.4% (87.2%) | 81.0% (86.5%) | 81L.5% (86.3%)
16.0 81.3% (86.9%) | 80.4% (85.2%) | 80.7% (85.7%) | 82.0% (88.8%) | BO.OY (86.3%) | &1.8% (86.8%)
1a.0 TEAT (84.7%) 7T (B3.2%) 78.6% (83.6%) 78.0% (B4.0%) 78.6% (83.6%) 78.1% (83.6%)
20.0 77.0% (83.4%) | 738% (80.7%) | 73.6% (79.5%) | 72.7% (79.5%) | TA.8% (78.9%) | T4.T% (BL1W)
370 TEA% (K2.2%) | 71.50% (77.5%) | 7@-4% (78.6%) | 7Ti.50 (77.7%%) | 72.4% (77.9%) | T6.20 (T6.6Vi)
24.0 T3A% (78.5%) | 60.9% (T4.7T%) | 60.7% (Te.8%) | 67.9% (7T4.2%) | 68.2% (78.0%) | e.m% (72.7%)
26.0 72.0% (77.9%) | 67.0% (73.3%) | 67.4% (73.23%) | 65.4% (72.7%) | 62.2% (68.7%) | 86.8% (71.8%)
%0 ; ™ T s 1 T
8 ! : e
6 i ‘ i H 1 3
» B4 et s
= L TTTT STPT- T . . P e =y " +
R 0 :
& & i f—o— TRebfaci20 : :
E 78 d=—=—  TRcbfact 5.0 : e
,?‘: e - TRebfaet 7.5 I T
¢  TRechfac: 100
ks » TRchfaci 150 A
. =R TRebjact 200 H
i gl T i
70 MM A M
0 2 4 ] g 10 12 14 16 18 20 22 26




Ecnaral parameters

AX + f(X)

dimennion of orignial space :
dimension of image spage |

targel drift parameters

@
a:

number of drift vectors :

Q 146

L P S - e -

(=

D.64 Experiment E.12.6

NLDA approach : Y

backpropagation parameters

az sumber of discriminated targets : 2451
16 learning rats : o0.on8
discriminated classes in on top LDA | 146 mementum 7 0.9
number of hidden mnits | a0
0.8 iterations : G
1. targei update after : 3
1 sample selection : random
50 (onc per phonem clams)
developement of class separability
[_iterationis) 1] [ 1 F] [ 4 B [3 ]
[ Gi4s [ 7.33% E.317 4,718 AATE 4.366 4.355 4.060 |
(=TT | 1Y) = o = - = 11.416 |
'.lb__ T Y
b i, H
: Gassann — ILLTTTTLLYS
H . TEr.
i o)
2 3 4 3 i
: 1 ileralions 8

word recognition perfomance on 12 speaker 48 sentence evaluation set

L___L[___—_ TReblact

at “h.0 ¥E 16.0 15.0 30.0

2.0 A9.T% (50.4%) | Br.9% (B7.8%) | 61T (50.0%) | 62 TR (65.6%) | 62.4% (63.3%)
4.0 70.6% (71.3%) 72.0% (72.9%) 72.8% (73.6%) 74.0% (75.0%) 73.4% (T4.8%)
6.0 Ta.E% (79.1%) 77.2% (7T8.1%) 76.1% 517.2%) 77.7% (78.4%) T7.2% (77.8%)
A.0 78.7% (80.0%) 79.0% (80.0%) 78.8% (80.2%) 80.9% (&81.8%) T9.5% (80.4%)
10.0 80.2% (81.8%) | n0.0% (B1.1%) 79.0% (80.0%) 81.5% (82.5%) B1.5% (82.7%)
1z2.0 BO.6% (81.8%) B1.6% (82.T%) 80.9% (82.2%) 82.5% (84.0%) BI.TH (B4.5%)
14.0 TO.7% (81.8%) | B1.8% (84.0%) | B2.0% (84.0%) | AL.A% (83.8%) | 83.2% (a5.2%)
16.0 80.0% (82.0%) 82.0% (84.7%) &82.9% (85.2%) 81.2% (84.0%) 82.4% (84.8%)
18.0 BO0.2% (82.7%) £1.3% (84.0%) 82.4% (88.0%) 82.0% (84.7T%) &1.6% (B4.7%)
20.0 Bl.1% (84.1%) 81.1% (84.1%) &2.4% (85.2%) B81.5% (84.5%) 82.0% (85.0%)
22.0 B1.8% (84.8%) 81.8% (84.8%%) BZ4% (85.4%) 82.2% (85.0%:) 83.0% (85.0%)
4.0 81.8% (84.5%) B80T (A4.8%) 81.8% (85.4%) B2.4% (85.9%) B81.85% (85.2%)
6.0 B1.5% (84.8%) 81.3% (85.0%) B1.E% (85.4%) 81.5% (85.TR) 78.7% (83.8%)
28.0 82.0% (84.8%) 81.1% (&4.8%) 80.4% (84.3%) E1.8% (B5.7%) TO.9% (84.1%)
300 B1.8% (84,7%) 80.8% (84.7%) B0.A% (84.3%) BD 6% (B4.8%) 79.9 1%

o S T

i :
= T
: et
g A Lol e :
P o T i H 1
= - rrareadieedeseds : ik
E ; o TRebfact 5.0 i
E H : bod ™ TRebfact 7.5 :
N A ™ === TRebjact 10.0 :
4 : ¥ ' .3 e TRebfact 15.0 :
7 : ; e TRebfact 200 ;
70 i T e S T o
0 s 4 6 2 4 16 18 W 22 24 26 W I 32
@

138




Appendix E

Experiments on Resource
Management Database (Context
Dependent)

Resource Management Database :
¢ speakerindependent database
« 109 male and female speakers of different american dialects
e 4360 sentences for training
» data sampled at 16k H z with 16bit quantisation
primary transformation :
¢ 256-point FFT with Hamming Window, window length 16ms
e fims window overlapp
e dimension reduction to 16 melscale coefficients
phonetic modeling :
e 2374 triphones, each splited in 3 subphonemes
e 1 silence class
training :
¢ training set: 2830 sentences form 78 male speakers
¢ { iterations over the training set, codebook and distribution updates after each iteration
test sel :
o 48 sentences form 12 male speakers
¢ neither the speakers nor the sentences are part of the training material

e word pair grammar, perplexity 60
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E.1 Experiment with LDA Feature Vectors

genaral parameters

dimension of orignial space : 32
dimension of image space : 16
discriminated classes in LDA : 7124 (subtriphones)

developement of class separability

primary feature vectors LDA derived feature
_(32 cofficients) vectors (16 coefficients)
[ Qr12¢ 22.807 3.017
G146 36.461 7.734
Uso 58.341 16.153

word recognition perfomance on 12 speaker {8 sentence evaluation set

| = [I THeblact :

&l i.0 2.0 4.0 6.0 8.0
2.0 88.8% (90,9%) 89.7% (91.35;) B8.6F (90.795) B8.6% (V069 BB.6% (90.9%)
4.0 90.0% (92.3%) B0.4% (92.8%) 89.5% (92.3%) B5.5% (92.2%) #0.0% (92.8%)
6.0 20.2% (82.9%) 10.9% (93.0%) 20.0% (82.7%) 90.2% (92.8%) 0.4% (92.7%)
&.0 B8.7% (92.3%) #0.8% (93.6%) 90.8% (83.8%) 90.0% (92.9%) &9.8% (93.6%)
10.0 BU.8% (92.9%) 90.7% (95.4%) 90.90% (95.8% 80.0% (93.2%) 90.2% (93.4%)
12.0 B&.4% (92.0%) 89.8% (92.9%:) 50.2% (94.3%) B0.0% (95.0%%) 85.7% (92.2%)
14.0 &7.6% (91.4%) aa.8% (82.5%) 86.9% (91.8%) E7T.7% (90.8%) 86.8% (91.6%)
16.0 87.2% (91.8%) BE.6% !an.ﬂ‘.] AB.4% (91.8% &7.3% (81.1%) B87.3% (90.4%)
is.0 B6.5% (91.4%) B5.8% (90.2%) A7.2% (an.u%; 87.2% (90.8%) BE.3% (A9.8%)
20.0 82.5% (AB.4%) B5.4% (A9.7%) B&.8% (90.0%) 83.4% (88.2%) B1.1% (&87.7%)
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E.2 Experiment CD.1.1

NLDA approach : ¥ = AT f(X)

genaral parametsrs backpropagalion parameters
dimension of orignial spase : az number of diseriminated targets | 7124
dimension of image space : 1# lcarning rate : 0.00R
discfiminated classce in on tap LDA : 7124 momentum : 0.9
targel drift paramastars number of hidden units : az
o 1.0 lterations : L3
A 0.0 target update after : [
m : 1 sample seiection | random
number of drift vediors : 2376 (ons per triphons)
developement of class separability
[ iteration(s) [] [] 1 2 3 4 3 [ ]
Qsiaq 3.010 1.381 0.781 0.48% 0.277 0,128 0.017
148 T.734 = = o = = 4,463
Giep 16.153 - N - - = 13.2%

word recognition perfomance

on 12 speaker 48 sentence evaluation

set

THeblagt

2.0

5.0

7.8

10.0

15.0

20.0

2.0
4.0
&.0
&.0
10.0

BE.A% (BEAT)
BE.8F (91.1%)
BE.8% (81.8%%)
88.9% (92.0%)
89.1% (92.2%)

BE.1% (AB.ATH)
88.1% (81.6%)
89.1% (01.8%)
BY.7% (92.0%)
85.7% (92.2%)

WG.3% (BE.1%)
88 A% (90.9%)
$0.3% (92.2%)
85.5% (81.8%
85.3% f-n.w.g

RGBT, (86.4%)
B8.4% (90.9%)
RE.3% (91.4%)
88.7% (92.0%)
8U.3% (91.8%)

B6.6% (BE.6%)
87.9% (90.8%)
89.1% (91.6%;
85.5% (92.0%)
B9.7F: (92.3%)

B6.1% (B7.7%)
87.39, (90.07)
89.3% (51.6%)
89.6% (92.0%)
89.7% (92.3%)

ix.u
14.0
1&.0
18.0
0.0

BE.AF (H1.00:
BE.N% tai..s%g
88.9% (92.0%)
88.8% (91.8%)
B&.8% (92.0%)

60.2% (92.7%
89.5% taa.n%;
8805 (92.2%)
BB 4% (82.2%)
87.2% (91.%)

BU.85, (U1.8%)
89.1% (91.8%)
BE.6% (91.4%)
88.2% (91.3%)
87.2% (90.0%)

B9.75 (92.0%)
#9.1% (92.0%)
88.4% (81.4%)
87.9% (90.7%)
87.2% (80.9%)

B5.75 (92,09
89.5% (92.2%)
88.4% (91.8%)
&8.4% (91.1%)
87.9% (91.1%)

BE.3% (82,800
85.3% (832.3%)
£8.8% (91.8%)
58.2% (90.9%)
88.1% (91.1%)

E.3 Experiment

CD.1.2

NLDA approach : ¥ = AT f(X)

gensral parameters

backpropagation parameters

dimension of orignial space | 3z numbaer of discriminated targats : T124
dimension of image space : 16 learning rate | 0.008
discriminated ciarscr in on top LDA : 7124 MOmEntUm | 0.8
target drift parameters number of hidden units : az
a 0.9 iteration: : ]
#a a.1 iarget update after &
™ot 1 sampic scleclion : random
numbsr of arift vectors 237€ (one per triphona)
developement of class separability
[Citerationis] ] [ 1 2 3 4 0 3 ]
[*T 2T [ 3.010 1.11F 0,565 0.355 0150 O.u2e -0.081
< 1P I 7.794 - % 5 - . 3,375
D | 16,153 . - - 12.863

word recognition perfomance on 12

speaker 48 senlence evaluation set

{ THobisct |
& 2.0 B.0 7 b 10.0 15.C
=.0 81.5% (84.5%] 83.6% (86.1%) 8589 (BG.a%) 84,17 (B6.67 B4.80; (BL.BG.)
4.0 88.5% (80.2%) &7.0% (89.5%) &7.0% (86.7%) | BT.0% uu.m.g 87.0% (48.5%)
6.0 90.0% (91.6%) 88.8% (81.0% BE.OT (90.7%) Bi.8% (90.4%) | 8%.5% (91.3%)
8.0 20.9% (92.3%) 85.8% (81.3% Be.8% (90.9%) 85.8%, (90.9%) a9 5% (91.8%)
10.0 S0.6% (92.2%) 86.1% (91.8%) 85.6% (91.3% BEBT (81.3%) 86.80% (91.8%)
12.0 sU.E% (92.0%) 88,97 (91.8%5) BE6.4% (n.q%’%""?ﬁJ% (91.R%6) 86,19 (81.600)
id.0 20.0% (82.9% 88, 4% (91.8%) BE.4% (91.6%) 88.2% (91.4%) 82.8% (P1.4%)
16.0 88.1% (92.9% 88.2% (91.6%) BB.2% (91.6%) 88.1% (p1.3%) BT.9% (90.89%)
18.0 88.1% (v2.3%) aB.4% (91.8%) | 88.2% (92.0%) | 8TAR (V1.1%) AT.5% (81.0%)
20.0 BE.8F (91.4%) BE A% (R1.8%%) 88.2% (92.0%) | AT.9% (01.3%) £7.5% (91.3%)




E.4 Experiment CD.1.3

NLDA approach : Y = AT f(X)

Ecnaral paTameters

backpropagsaiion paramasters

dimension of orignial space : az number of discriminated targets : 7124
dimension of imags space | 16 learning rate | 0,008
discriminated classes in on top LDA : 7134 Mmomantum ! 0.8
target drifl parameotars aumbsr of hidden units : 37
o o. iterations : &
8 0.2 targel npdats after : o
m o 1 mampls szlsction ¢ random
Bumber of drift vectors : 2376 (enc per triphone)
developement of class separability
iteration(s] [ 1 2 3 4 5 3 ]
7124 3010 0878 G430 0083 G038 0077 -0.18%
145 7.734 (3 e - - - 4.362
=TT 16,153 = , - g . 13.54E

word recognition perfomance on 12 speaker 48 sentence evaluation

set

[ i i — THcblact
ac 3.0 5.0 7= = 16.0 15.0 20,0
2.0 BU.0% (84.0% s s6.e%) BE.4 . BE. AT (B6.6%) BEAT. (86.6%%) 8b.7TH (B7.20%)
4.0 A7.3% (90.0% 86.1% (88,1%) B3.2%. (89.7%:) 838.2% (89.7V) #5.1% (90.6%) BT.T% (89,3%)
6.0 88.2% (91.1%) 83.3% (90.8%) 859.7% (91.1%) 89.1% (90.7%) 85.7% (91.4%) 88.8% (90.7%)

8.0 80.3% (92.5%) 90.0% (91.86%) 88.7% (91.8%) as.3% (81.3% 90.8% (92.3% 89.5% (91.4%)
10.0 B8.0% (B1.6%) | 89.5% (51.4%) | 89.7% (91.8% 86.1% (91.8% a5.5% (61.6% 85.8% (91.1%)
1z.p B8.8% (a:.n%; 89.1% (81.3% 89.3% (91.8%:) 88.9% (91.4%) BR.B% (81.4%) a6.4% (91.3%)
14.0 B88.6% (92.0% 88.8% (Bl.l'ﬁ:; 88.8% (91.3% 88.8% (91.4%) 88.2% (91.1%) B8.1% (90.9%)
16.0 s8.8% tn:,:%; 88.9% (91.8%) 87.8% (90.9% 86.5% (90.4%) 8E.7% (50.0%) 86.8% (90.2%)
1&.0 88.6% (92.3% a7.5% (81.3%) B6.3% (90.4%) 86.3% (90.4%) 85.7% (90.0%) 85.9% (50.0%)
20.0 87.7% (92.0%) 86.8% (91.1%) BEA% (90.2%) a5.7% (80.0%) 85.0% (86.8%) 86.1% (90.2%)

-
E.5 Experiment CD.1.4
NLDA approach : Y = AT f(X)
groaral parameters backpropagation paramelcrs
dimension of arignisl space | a2 number of discriminatad targsts | TLI4
dimension of image space : 1a icarning ratc : 0.008
discriminated classes b o Lop LDA : 7134 momentium : 0.9
target dArift parameters number of hidden units | 32
o 0.9 iterations : &
8 0.3 targel update after | L]
L 1 samplc scicclion : randam
number of drift veetorr : 2376 (one pef Lriphona)
developement of class separability
[ iveration{s) I [ f 2 = 4 3 5 ]
S7124 [_soio 068G 0,980 U.080 _ -0.080 _ -0,01F  -0.18%
Q14E | 7.Faa . - = - . 5. 361
Cinp [ 16.153 - - e = - 12.376

wore recognilion perfomance or 1% speaker 48 senience evaluatiorn set

[ 42 T hctinc: T
ot | piai T Bk b TU.L 16,0 iy o | Y
2.0 79.0% (82.2%) B4.5% (87.55%) B5.0% (B6-1e) BE 90, (BT.90%) B4.25, (A06.5%0)
4.0 I B2.5% (86.8%) BE.ET, (88.7%) 87.3% (89.3%) BT.3% (80.3%) B7.A% (08.7%) 87.5% (90.0%)
6.0 BE6.8F (8u.n%) BE AT (91.6%: B 9% (01.3%) £5.1% (91.6%) BB (BD.0%) BE.4% (91.1%)
8.0 8L.8% (&r.8%) AR.6% (81.6%) €9.3% (91.6%) 8u.8% (92.279) BE.BY (BLET, | #9.% (pz.0%)
io.0 l B6.8% (88.5%) 88.4% (91.8%) &8.2% (91.3%) 85.5% (82.2%) B5.6% (91.6%) | 85.6% (91.8%)
iz.0 87.5% (80.2%) a7.5% (91.1%) 87.9% (91.3%) 86.1% (92.2F) BA-B5; (B1.A9%) BE.1% (91.4%%)
14.0 87.2% (90.4%) 86.8% (90.7%) 87.9% (91.5%) &5.6% (92.2%) B7.8% (91.4%) 84.2F (91.6%)
16.0 86.86% (90.2%) A7.0% (90.9%) B7.7T% (81.4%) 88.2% (92.0%) 87.2% (v1.a%) B6.BY (90.7%)
1s.0 BE.3Y, (90.2%) B4.5% (AB.E%:) &5.6% (90.4%) 7. 79 (91.6%%) B7.0% (90.7%) LAY (90.9%)
20.0 B5.7% (90.8%) B2 (BL.TT] B4.8T (80.2F0 B6.8% (91.6%) ET2% (91.1F) 56.8% (91,19




E.6 Experiment CD.1.5

NLDA approach : Y = AT f(X)

genaral parameters

backpropagalion parameters

dimension of oTignial space : 83 sumber of discriminated Largeis : 7134
dimension of image apace | 16 Isarning rate : 0.008
diseriminated classes in an top LDA : 7124 momentum ! 0.9
targst drifl paramecticre number of hidden units 1 az
o i 0.9 iterations 6
X 0.4 targel update after : &
m o 1 samples seicclion | random
pumber of drift vectors : 2376 (onc per Lriphone)
developement of class separability
[Ciseration{s] T [1] F] 2 4 5 3 |
G714 3.010 0.547 _ 0.186 _ 0.028 _ -0.0806  -0.170 _ -0.238
Ti46 7.784 - = = = - 1,874
Qsp 16.153 - - . - - 12,380
word recognition perfomance on 12 speaker /& sentence evaluation set
[ 11 THeblact |
o E o) 76 0.0 15,0 30,0
7.0 BL.0T, (84.870) BE.6% (BB.6%c) RG.3% (B6-4%0] BE O (BL.A%) 85.4% (A7.89%) Ba.B% (66.600)
4.0 87.2% (BU.1%) 8815 (00.4%) 87.9% (90.2%) B7.0% (8%.7%) 87.2% (80.2%) B7.3% (90.4%)
6.0 86.3% (51.6%) BE,1% (R0.6%) BE.8F (91.1%) 87.2% [aa\u%; BE.4% (81.3%) 88.1% (80.7%)
8.0 88.2% (91.1%) 88.4% (81.1%) 85.8% (80.7%) a8.4% (90.7% 88.8% (R1.3% 89.1% (91.4%)
10.0 B6.4% (91.1%) BE.2% (91.4%) 88.4% (80.7%) Be.5% (91.3%) BE.4% (91.1% BB A% (81.1%
12.0 BA.1%. (91.5%) BE.2% (91.67 B6.57, (92.30%) BA.67 (91.47) 88.2% §51-1%J Bb.2% (91.1%
14.0 87.9% (91.8%) | B0.5% (sn.n%; a8.8% (§2.0%) BA.ET, (01.8%) 88.1% (81.6%) AT.0% (90.7%)
16.0 B6.6% (90.7%) 87.9% (92.0%) 86.5% (90.8%) aT.A% (81.3%) 87.9% (91.4%) 8T.0% (90.8%)
18.0 BT.0% (90.9%) B7.0% (91.3%) BE.7F (90.2%) 85.2% (90.2%) a5.6% (90.2%) 85.8% (80.6%)
20.0 85.6% (90.4%) 86.6% (91.1%) B5.2% (90.4%) B5.0% (80.2%) A5.0% (R0.2%) BL.0% (90.4%)

CD.1.6

NLDA approach : ¥ = AT f(X)

E.7 Experiment

genaral paramectcrs

backpropapation parameticrs

dimansion of orignial space : az number of discriminated targets : Tiad
dimension of image space | 16 learning rate : 0.008
diseriminated clagses in on top LDA 1 7134 momsntom © 0.8
targel drift parameters number of hidden units 2
@ o.% iterations : &
N 1.0 target update after : 6
m: 1 sample seicciion | random
number of drift vectors | 2376 (one per triphone)
developement of class separability
[ _iteration(s; || o 1 ] 3 4 5 & |
[FLITT 3.010 0,138 0,121 =0,208 __ -0,212  -0.J3% -0.237
Q140 7.734 = s = - - 4.494
Y50 1G.1583 - - - - - 11443

word recognition perfomance on 12 speaker 4& sentence evaluation set

[ 11 THcbiact == |
o 5.0 5.0 7.5 16,0 — 150 00
2.0 66, B% (65.8%) 77 4% (BL.1%) 77 R0 (B0,450) 77.7% (B0.4%) Al.1% (B5.8% 7935 (81.8T)
4.0 T&.6% (82.2%) | 82.1% (BE.6) 8657, (88.8%) &85.7% (88.2%) | 85.0% (88.1%) | 85.7T% (BB.1Y%)
6.0 B1.6% (B4.8%) AT.5% (90.2%) 87.7% (90.0%) 6.8 (B5.1%) BY.A% (H'.'W'.g 86.3% (85.9%
B.0 83.6% (86.5%) | 88.2% (P0.7%) 87.5% (B5.8%) 88, 4% (80.4%) BE.AT, (91.3% B7.0%. (V0.7
10.0 84.8% (87.7T%) | 88.1% (90.8%) &T.2% (BU.6%) B8.8% (91.4%) 85.0% (91.3%) BE.F% (51.8%)
12.0 BE.BG, (BR-2F) BE. 2, (90.75) BE.2%, (90.754) BS.B0 (92.2%%) 85.8% (92.2%) BE.6% (B1.8%)
14.0 84.1% (B7.7%) | 88.4% (P0.TH) 88.1% (90.7%) 88.1% (92.2%) 83.3% (92.a%) | s&.6% (91.8%)
16.0 83.8% (87.7T%) | 88.1% (90.2%) &88.1% (80.T%) 89.1% (82.0%) | 85.0% (82.3%) 87.8% (51.3%)
18.0 B3.4% (B7.7%) 88.2% (90.4%) 87.7% (V0.4%) sE.9% (91.4%) 89.1%, (91.8%) 86.1% (91.4%)
20.0 82.2% (B7.0%) | #8e.1% (s0.0%) B7.2% (F0.4%) BR.1% (92.09%) BE.1% (¥1.3%) BT.7% (vi.a%)




E.8 Experiment CD.2.1
NLDA approach : Y = AT f(X)

gsnaral parameters backpropagation parameters
dimension of orignisl space : az number of discriminated Largets : 71324
dimension of image space : 18 lsaTning Fate : 0.008
discriminated classcs in on top LDA | 7124 momentum | 0.8
targat drift parametars number of hidden units 32
o 1.0 iterations : [
A 0.0 target update after ; (3
m i 1 samplec sclection random
number of drift veetors : B0 (one per monophans)

developement of class separability

[ sterationis) || [] 1 2 3 4 & [ |
97124 s.010 1.375 0.785 0478 0.268 0,130 0.011
(=77 7.734 - - s - - 4.457
=T 16.153 - - - 5 = 13,355

word recognition perfomance on 12 speaker /& sentence evaluation set

L I TRcbiact == ]
ac 2.0 E.D 7.5 10.0 0.0 30.0
2.0 B3.2% (B4.8%) B4.50: (B7.0%) 84.0% (86.5%0) B4.7% (B7.2%0) BE.2% (87.3%%) B3.8% (86.3%)
4.0 &8.9% (90.9%) 87.0% (89.1%) B8.1% (90.7%) 87.9% (90.7%) 87.3% (90.2%) BT.T% (90.0%)
6.0 80.6% (92.2%) B5.4% (90.T%) &&.2% (90.9%) a81% (80.7%) 88.2% (90.7%) 85.1% (80.7%)

a.0 20.0% (92.0%) 85.2% (90.7%) 89.1% (91.6%) 87T.7% (90.6%) BE.9% (81.6%) 88.2% (91.1%)
10.0 B0.0% (92.5%) BE.6T: (91.3%) B8.8% (91.6%) B5.1% (91.3%) 88.6% (91.3% 89.3% (91.6%)
12.0 BE A% (91.8%) | AA.2% (81.4%) | B7.0% (01.1%) | BE.6% (81.6%) LA (o:.‘T'f_u %) | 89.3% (92.0%)
14.0 87.7% (91.3%) 88.6% (91.8%) B7. 7% (91.3%) 88.4% (91.6%) B88.89% (92.0%) Be.9% (82.0%)
16.0 87.7% (91.1%) &0.2% (81.6%) B7.7% (91.4%) B8.1% (91.3%) 88.0% (91.8%) 88.1% (91.6%)

18.0 BT.7% (91.3%) 88.2% (91.4%) A7.8% (91.4%) &87.9% (91.1%) BE.A% (92.0%) B8E.1% (81.8%)
20.0 B5. 4% (80.0%} 87.3% (91.4%) B7.5% {91.4%) 87.3% (91.1%) #6.2% (91.8%) 87.8% (91.4%)

E.9 Experiment CD.2.2

NLDA approach : Y = AT f(X)

genaral paramasiers backpropagation paramelers
dimension of orignial space : 3z number of discriminated targets : 7124
dimension of images space | 1& learning rate | 0.008
discriminated classss in on tep LDA : F134 MomMmentym | 0.8
target drift parameteri number of hiddep units 1 a2
o 0.9 iterations | &
B : 0.1 targel update after : &
m i 1 sample selection : random
numbaer af drift vectors | B0 (one per monophone)

developement of class separability

[Citeration(x) || [d 1 2 3 4 5 [ |
[*ITETIE 3.010 0.91¢ O.44% T.201 .05 =0,046 ~0.157

& T.734 - - - = 5.981
Tap 16,153 : - - - - 11768

word recognition perfomance on 12 speaker 48 sentence evaluation set

[ IT THecbiact I
ac 3.C | =k | 7.t ' 1G.0 in.t M
2.0 84.3% (86.3%) BT .80 (85,305 B;.0% (B:.1%, BL.EGw (BL.15(, BE UG, (hL.1%%, BE.EY, (BT .55,

4.0 a8.A% (80.4%) 85.8% (90.9%) B88.1% (31.3%) 85.7% (91.4%) B8.8% (91.3%) BT (90.9%)
6.0 90.2% (02.0%) BY.7% (92.0%) 80.7% (62.5%) #1.1% (92.7%) 90.6% (92.3%) #0.7% (93.3%)
8.0 #0.0% (92.0%) 20.9% (92.7%) B0.4% (82.2%) B0.7% (92.7%) 802 (92.2%) 80,29 (RD.2H)

10.0 90.4% (92.7%) 90.4% (92.7%) | 90.9% (95.0%) | 90.7% (9209 | ag4% (92.5%) 88,24, (9%
132.0 BU.AY, (92.3%) | 90.4% (93.0%) | 90.7% (05.0%) | %0.2% %H':.:%j B5.30. (82.0%) | 85.50% (92.05;
14.0 82.5% (92.0%) 88.1% (92.0%) 89.7% (92.3%) 28.1% (91.8%) ' 88.8% (81.4%) 89.5% (92.2%)
16.0 88.1% (92.0%) 86.9% (92.0%) 85.3% (82.9%) 85.1% (82.0%) BEIF (91.85%) wE.0% (92.0%)
18.0 87.0% (91.1%) 88.1% (91.4%) 88.6% (91.6%) 88.4% (91.8%) BT.TH (91.4%) 87.9% (91.4%) l
20.0 £7.0% (91.1%) | E7.2% (81.6%) 87.5% (01.4%)

B7.0% (81.1%) BT.TH. (0i1.8%) aE.2% (92.0%)
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E.10 Experiment CD.2.
ATF(X)

genaral paramsters

NLDA approach : 'Y

3

backpropagation paramasizrs

dimension of orignial space | az anumber of discriminated targets : Ti24
dimension of image space : 18 isarning ratc : 0.008
discriminated clamses in on top LDA : 7124 MOmentum | 0.9
target drift paramsters number of hidden units | az
& 1 0.8 iterations 3
B: 0.2 target update after | &
m 1 sample sslection : random
number of drift veetors : 50 (enc per monophone)
developement of class separability
[ Tierationis) [] T 1 2 3 % B |
Q7124 3010 0.768 _ 0.31G __ 0.114 _ -0.038 _ -0.165  -0.237
[~ PP 7734 . . 3 s e 5.587
Grp 16,153 - - - - - 10.614
word recognition perfomance on 12 speaker 48 sentence evaluation sel
[ T THebiact
B 2.0 5.0 7.5 10.0 15.0 20.0
2.0 73.0% (75.8%) | B4.7% (B6.6%) | B4.1% (86.1%) | B4.7% (BG.5%) | B2.1% éu-q‘m B4.0% (B6.100)
4.0 83.2% (85.9%) | 80.5% (90.7%) | 87.2% (89.1%) | 86.8% (88.9%) | BT.5% (89.5%) | BE.5% (88.6%)
&.0 85.6% (85.4%) 90.2% (91.8%) AB.4% (90.2%) 85.4% (90.6%) a6.6% (90.8%) 88.4% (90.7%)
8.0 85.0% (88.6%) | 80.7% (92.2%) | 89.3% (91.3%) | 88.6% (90.8%) | 88.1% (R1.6%) | &R.2% (91.1%)
10.0 84.3% (86.1%) | 89.7% (v1.6%) | 86.2% (90.4%) | 861N (90.4%) | ss.9% (51.6%) | 88.9% (51.4%)
13.0 BA.7% (BB.15) BE 6% (0115 B5.8% (U1.4% BY.15 151.1%; BE.0%, (BL.8% B8, 470 (91.4%)
14.0 &5.2% (88.8%) 85.8% (9L.4%) 89.8% fﬁl.ﬁ%; as.8% (90.9%) 89.1% (92.0%) 88.4% (81.6%)
18.0 84.5% (88.1%) | Bb4% (91.8%) | 89.3% (91.6%) | s8.6% (91.1%) | 88.9% (91.8%) | 88.4% (91.4%)
1s.0 B4.5% (AR.2%) BE.1%: (90.9%%) 88.3% (81.6%) B5.1% (81.6%) BE.2% (92.0%) B8.8% (91.8%)
20.0 84.0% (88.1%) B8.2% (91.1%) 87.9% (90.7%) 89.1% (91.6%) 88.5% (82.2%) AR.G% (92.0%)

E.11

NLDA approach : Y = AT f(X)

genaral parameters

Experiment CD.2.

B

backpropagation paramsters

space | az number of discriminated targets | 7124
acc @ e learning raie : G.008
n op top LDA : T134 momantum : 0.9
target drift parameters number of hidden unite | 3z
a 0.9 iterations : ]
- a.3 targel update after : [
m o 1 sample scicetion : random
aumber of drift vectors : 80 (cne per monophone}
developement of class separability
[Citeration(s) [[ 0 1 = 3 4 [ 3 |
97124 5.010 0.605 C.251 -0.000  -0.14% ~0.19% ~0.18% |
T T.7a% - - - - - 3.526 |
=T 16.1583 - - - - - T78E |

word recognilion perfomance on 12 speaker 48 sentence evaluation sel

THebiact

»
"

2

£.D

Teh

10.0

15.0

0.0

P
BT 45 (61.00%)
67.7% (T3a%)
74.8% (80.0%)
TEAR (81.65)

78.0% (R1.1%)
B5.0% (&7.a%)
87.3% (89.TR)
BE.6% (91.4%)

EEE T AT
mbapojooooe

e

TT.0% (82.5%)
H.ﬁﬁ'{ﬁ.‘i’%)
Th.8% (84.7%)
78.0% (84.8%)
T7.5% ru.s%{
TT.O% (84.7T%

BE.8% (u.a%g
88.8% (91.8%
BE.EF (91.85)
BEAT (91.8F)

BE.6% (81.4%)
KA.9% (92.0

78.9% (82.8%)
86.1% (85.2%)
87.9% (90.2%)
BE.4T (90.6%)
BE.B%: (91.2%:)

£2.5% (B4.65%)
sE.ER (B2.6%)
RT.7% (85.7%)
85.1% (51.3%)
26.1% (91.4%)

B5.4% (86.2%)
se.3% (86.2%)
B5.4% (80.6%)
85.6% (nu.o%a
£5.3% (PL.6%

B82.2% (84.0%)
BE.TH (A7.7T%)
87.8% (89.TH)
Be.7% (81.8%)
B8.8% (91.3%)

Ri-R% (91.3%)
BE.8% (91.3%)
85.9% (91.4%)
B9.1% (91.6%)
B8.9% (91.4%)

86.1% (91.4%)
89.1% (91.4%)
85.9% (91.3%)
an8% (51.4%)
BE 4% (91.6%)

88.8% (61.4%)
88.8% (91.4%)
B8.E% (31.8%)
BE.8% (51.6%)
28.2% (51.6%)

BE.BT: (91.6%0)
88.9% (01.8%]
BU.1% (92.2%)
85.3% (92.2%)
BE.6% (82.3%)




E.12 Experiment CD.2.5

NLDA approach : Y = AT f(X)

gcoaral parameters backpropagation parameleorn

dimension of orignlal sapacs : 52 asumber of discriminated targets : 7134
dimsusion of image space | 16 ieaTning ratc : 0.008
dizcriminsted classss in on tep LDA ; 7134 momentum : 0.8
target drift paramaters number of hidden units : a2
o | a.e iterations | L4
8z 0.4 target update after | &
mo 1 sample ssiection : random
aumber of drift vectors ; &0 (ome per monaphone)
developement of class separability
[_iterationia) | 0 1 2 3 4 [ [. T |
Q7124 3.010 0,516 0.064 0.008 -0.060 =0.184 -0.200
148 7754 = = - = B 3.43)
Qxp 16,155 . - = a - B.854
word recognition perfomance on 12 speaker 48 sentence evaluation set
[ 11 - THebfact
ac 2.0 E.0 e TaE 10.0 1E.0 20.0
2.0 TR.O% (77.77%) 81.1% (84.5%.) BO.79 (83.2%) £2.2% (84.3%%) &5.1%, (85,09 8175 (85.0%)
4.0 BL1% (84.8%) B6.6% (89.7%) B6.E% (B&.8%) B7.7% (89.T%) B7.7% (89.5%) 86.6% (88.8%)
6.0 82.5% (86.8%) 87.9% (90,7%) BE.AF. (91.4%) 88.2% (91.a%) 88.8% (91.1%) B7.7% (90.4%)
8.0 B4.3% (88.1%) BA.6% (01.86%) B4.8% (91.8%) 88.4% (91.8%) 86.4% (81.8%) as.1% (82.2%)
10.0 84.8% 5--.4%3 BE.1% (91.1% BE8.2% (91.1% 88.9% (92.3% BB.B% (92.2%) 89.5% (92.8%)
12,0 84.8% (8B.6%) BE.15, anmﬁ; [TRIA En.s%! B9.8% (92.50%) 85.2% (91.4%) 88.8% (91.8%)
14.0 83.8% (AB.1%) BT.9% (91.3%) BH.8% (91.4%) 88.2% (91.4%) 87.2% (91.1%) 88.8% (92.0%)
18.0 B3.4% (88.8%) A7.TH (B1.4%) 87.3% (91.1%) A7.5% (81.8%) B7.2% (91.3%) 87.7% (81.8%)
18.0 £81.3% (RR.1%) 87.0% (91.1% 87.2% (91.1%) 87.8% (91.8%) B7.2% (91.3%) AT.5% (91.4%)
20.0 81.5% (B7.7%) BE.A% m.mg A7.2% (81.3%) BY.8% (51.6%) 86.8% (91.39%%) 87.8% (92.0%)

E.13 Experiment CD.2.6

NLDA approach : Y = AT f(X)

FEnaral pAr&mElErs backpropagation parameters

dimension of orignial space | 32 number of discriminated targets F1a4
dimension of image apace : 16 learning rats : 0.00&
discriminated classes iu on top LDA : 7124 momsntum : 0.8
target drift paramecters number of hidden unita : az
o | 0.9 ierations : &
-] 1.0 targat update after (4
mo 1 sample #cieclion : random
Bumber of drift veciors | 50 {one per monophone)
developement of class separability
| iteration(s; || o 1 2 3 4 3 3
Cr194q 3.010 0.518 U.4K3 0.428 0.443 O.441 0.383 |
Ciidg 7.784 5 = 3 s - 3.720 |
(=TT 16.168 T . F z - 7885 |

word recognition perfomance on 12 speaker 8 sentence evaluation sei

f I THcbiac: _ ]
CH Tl 5.0 i T 15,0 EIR =
PR 27.8% {35.9%) 83,79 (86.1%0) BL.7% (B4.77) 63,50 (bb.8%) 68.8% (71.750) BE.B% (T1.570)
4.0 40.8% (46.29%) 70.1% (72.9%) T7.5% (80.0%) 7EAR (78.8%) TE.A% (B1.6%) ’ T9.7% (82.2%)
&.0 44.2% (80.4%) TSN (TT.7H) 81.3% (84.0%) B1.8% (84.5%) 82.9% (85.8%) B1.6% (84.8%)
.0 42.3% (65.3%) BU.D% (82.7R) B3.5% (8E.6%:) B5.1% (86.5%) B4.0% (B87.0%: 83,3% (80,3%)

10.0 50.1% (56.3% 82.7% (8L.TH BE.1% (AG.ET) 54.0% (87.3% BE.4F (K517 B4.5% (87.7T%)
13.0 BL.A% (60.0%) 83.2% (85.07%% B4.1% (A7.30%) B5.7% (88.9%) B5.9%, :u.ﬂr,g Bb.1% (B&.450)
14.0 54.2% (62.7%) | 83.a% (M-J‘?-g B4.3% (B7.8%) 85.7% (89.1%) 85.4% (85.6% BE.3%, (R8.9%)
16.0 B3.9% (82.7%) &84.8% (87.7%) BE.4% (8E.BT) 85.4% (RB.BT) BE.B% (88.4%) KRG 1% (88.6%)
18.0 E3.1% (85.8%) 84.1% (87.3%) B5.9% (A8,8%) BE.1% (BE.8%) s6.6% (8819 85.TH (B8.2%)
20.0 B4.2% (64.0%) | £3.6% (87.0%) | 86.3% (89.9%) | &3.8% (A.0%) | 86.5% (88.9%) | BETH (Ka.2%)
2.0 54.0% (64.3% E3.6% (B7.0W] [ Bo.i% (B5.5%) | BL.4% (BE.6%) | B6.5% (#6.8%) | B5.7% (#6.2%
24.0 52.6% (GB-B%S 82.0% (86.8%) 86.6% (89.0%) B2.4% (B6.6%) B6.1% (88.9%) 5T (BB.4%)
26.0 E1.0% (62.9%) 83.1% (87.5%) 86.1% (84.8%) 85.2% (88.2%) 86.1% (88.9%) 85.7% (88.2%)
24.0 E1.0% (63.1%) 83.8% (87.2%) as.6% (88,2%) 8E.2% (88.2%) 86.1% (88.8%) 85.7% (88.1%)
30.0 E1.9% (83.8%) 83.1% (B6.6%) 25.0% (88.1%) 83.4% (B8.2%) BE.5% (B8.19:) 85.7% (88.2%)
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E.14 Experiment CD.3.

NLDA approach : ¥ = ATX + f(X)

kcnaral parameclers

1

backpropagation parameicrs

dimension of erignial space : a3 number of discriminstad targets : T134
dimension of image spacs 16 lsarning Fate : 0.00E8
discriminated classer in on top LDA | 7134 momentum | s o.¥
target drifl parameters numhbear of hidden unite : B
& | 1.0 iterations | &
[ 0.0 targst updairs after : 13
¥ i i sample sslaction | randoin
pumber of drift vectors : 2376 {one pear triphone)
developement of class separability
[Titeration(s) [[ a 1 F 3 4 B [ |
Q7174 3.010 2.592 2,340 2.317 2,342 2.28% 3.385
Ci4r 7.734 - - - - - 7.036
; 16.153 2 = - = - 15.230

word recognition perfomance on 12 speaker 4§ sentence evaluation set
= T Theblact |
ac 1.8 2.0 5.0 7.0 10.0 18.0
7.0 R7.0% (BG.G%a) B7.00, (A6.3%) 6,10 (AB.6%%) | B5.9% (Be.47) BE.5Y (B6.3%0) BE. 1% (B7.87%)
4.0 88.6% (80.6%) 89.8% (91.8%) £7.9% (90.6%) &87.7% (90.0%) 87.9% (90.2%) 86,1% (91.1%)
6.0 89.7% (92.0%) BU.E% (91.8%) BE.8% (91.1%) as.9% (91.3%) 29.1% (91.4%) 89.3% (91.6%)
8.0 sn.9% (92.2%) aa.6% (91.8%) BA.9% (91.8%) 88.1% (01.8% 8959 (92.0%) 88.8% (91.8%)
10.0 85.6% (90.0%) 87.5% (91.3%) 87.0% (90.4%) 87.7% (90.9% 87.7% (90.9%) B7.0% (90.4%)
12.0 B5.6% %u.‘rﬁ‘; 86,10 (90,9%) B6.1% (90.2% B6.600 (90.270) B6.N7e (90.4%) BG.1% (85.T%)
14.0 B5.0% (88.3%) 8E.7% (v0.4%) 85.6% {no.u'ﬁg 86,3% (90.2%) B85.6% (80.7%) 84.0% (88.89%)
16.0 82.5% (87.8%) B4.8% (90.7%) 85.2% (80.8%) &4.8% (BR.A%) 83.8% (BH.6F) 84.1% (BK.9%)
18.0 RO.7% (87.2%) 83.4% (90.2%) 82.9% (86.9%) B1.A% (B8.2%) K2.0% (87.3%) nz.8% (87.7%)
20.0 78.5% (R6.3%) £1.3% (BB.6F) £1.1% (8R.1%) a0.9% (B7.9%) 80,0% (87.2%) 78.4% (A5.9%)

E.15 Experiment CD.3.2

NLDA approach : Y = ATX 4 f(X)

gcnaral parameters

backpropagalion parsmetsrs

dimension of orignial space : 32 number of dincriminated targste : Tia4
dimension of image space @ 16 learning rate | 0.00&
discriminatad clamres in o8 top LDA @ 7104 momentum | o.¢
targei drift parameters number of hidden unita r -
o 0.8 iterations | &
Bt o.i target updaic after | g
m : 1 sample seisction : randem
number of drift veelors 2376 (ome per triphone]
developement of class separability

[Trerationie) | 1] 1 2 ] 4 3 T |

[ Q7134 [ =.010 2.631 2 AT 2.460 B 2.518 R

[ Si4c [ 7734 - - - . - 7.130

1 T 16153 - - F - - 15,241

word recognition perfomance on 12 speaker 48 sentence evaluation set

L i

THebiact

ac i.5 2.0

b.0 7.5

10.0

16.0

2.0
4.0
6.0
8.0
10.0

B7.2% (A4.500)
£6.9% (91.4%)
B5.A% (92.7%
BT (M.v%%
88.8% (92.3%)

B6.8% (B8.5%)
89.1% (91.8%)
89.5% (92.3%)
88.5% (92.5%)
89.5% (92.5%)

8617, (85.8%0)
89.5% (91.8%)
89.5% (92.0%)
88.9% (93.0%)

13.0
14.0
16.0
13.0

20.0

B87.3% (93.0%)
86.5% (90.8%)
B5.4% (90.2%
A4.0% (B9.1%
B2.0% (B&.4%)

86.1% (91.8%)
B7.7% (91.8%)
86.3% (90.7%)
84.5% (80.0%)
83.6% (89.7%)

BE.9F (92.5%
BE.15e (nﬂ.?#
87.2% (91.8%)
A7.0% (91.6%)

BE.1F, (V0.0%)
85.3% (91.8%)
v0.0% (92.3%)
as.9% (92.2%)
AN
88,150 (93
88.8% (81.2%)
BE.8% (61.4%)
AE.7T% {(80.4%)

86.3% (90.9%
8227 fl‘lﬂ-'t%g

B1.6% (B7.3%)

B7.9% (90.0%)
88.9% (91.8%)
B9.TR (92.0%)
BE.9% (92.2%)
86.8% (92.3%
B7.2% (Bl.60%
88.E% (80.9%%)
as. 7% (90.7%)
84.7% (90.0%)
82.2% (88.1%)

B7.0% (B9.55)
B&.EV. (91.3%)
88,87 (vi.8%)
BE.5% (92.7%)
88.9% (82.5%)
BE.10 (91.8%)
AG.1T (90.7%)
a5.4% (p0.2%)
85.2% (88.8%)
82.2% (87.7%)
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E.16 Experiment CD.3.3

NLDA approach : Y = ATX + f(X)

genarsl parameters

backpropagation parameters

dimension of orignial space : -+ number of discriminated targets | T124
dimension of image space : 16 isarning rate : 0.00&
discriminated classer in on top LDA : 7124 mementum : a9
target drift parameters number of hidden units | 5
o | 0.8 iterations : &
a: 0.z target update after : &
m | b sample sclection : random
mumbar of drift vectors : 2376 (ome per triphone)
developement of class separability
[ iteration(s) [ o 1 2 3 4 [ 3
=T 3.010 2.67E 2.822 2.475 2.523 2.489 2.404
Si4e T.734 # - + - - 7.207
[=In 16,163 % P = P o 15,280

word recognition perfomance on 12 speaker 48 sentence evaluation set

P+ 1 (V1 e BT R |
e 1.5 7.0 [0 T.E 10.0 — 15,0
2.0 B6 .60 (Ba.0T BU.3% (00.7%) | B6.6% (B8.0%) | B6.6% (85, |87 2% (86.8%) | B87.7% (86.7W)
4.0 88.7% (31.4%3 BE.8% (81.6%) 88.8% (50.8%) 88.4% (90.9%) 89.1% (91.3% 85.9% (90.9%)
&.0 8y.8% (92.0%) B8B.6% (91.4%) 85.5% (91.8%) 88.1% (91.8%) 20.0% (82.0% Re.5% (81.4%)
8.0 8u.8% (92.2%) 88.6% (81.4%) 89.3% (91.8%) 89.1% (91.6%) 90.2% (92.8%) 88.1% (91.4%)
ip.0 B9.7% (92.3%) 84.1% (91.8%) B7.5% (90.9%) 89.5% (92.3%) BR. 7% (02.7%) BE.8% (92.0%)
12.0 86.1% (91.4%) BT.0% (91.1%) BT.E% (W0.495) 88.8% (91.4%) 88.2% (91.1%) 87.8% [90.9%)
14.0 86.8% (90.2%) 86.5% (80.6%) BE.8T (80.2%) BT.EF (90.7%) &87.2% (v0.6%) BG.8% (89.8%)
16.0 B5.6% (89.8%) B6.8% (90.7%) BE.6% (89.3%) 85.6% (80.0%) a5.6% (B9.8%) &4.8% (B9.1%)
18.0 B4.1% (85.1%) B4.8% (90.0%) 85.9% (90.2%) 85.9% (90.2%) B4.3% (89.1%) B4,1% {88.9%)
20.0 B4.5% (88.8%) 64.0% (89.1%) 85.7% (90.4%) BE.4% (A8.1%) 85.2% (89.5%) 85.0% (8u.3%)
E.17 Experiment CD.3.4
NLDA approach : Y = ATX + f(X)
FEnaral pATAMELErs backpropagation parameters
dimension of orignial space | a2 number of discriminated targets : T134
dim n of image space : 16 learning rate ; 0.008
dizcriminated classes in on top LDA 1+ 7124 momeRtum | 0.9
targei drifi parametisrs number of hidden units : 5
o : 0.8 itarations | 8
8 6.3 target update after | L4
m o 1 sampie ssicction * random
number of drift vectors : 237G (one per Lriphona)
developement of class separubility
[iteration(s] [ [i] 1 ] 3 4 5 3
Cr124 3.010 .78 2843 2.655 2.602 2,388 2.314
Cyae 7704 P - . - - G.AGL
QED 16.183 s - - = - 14.9%98
word recognition perfomance on 12 speaker 48 sentence evaluation se!
f T TRebian ]
= TG BT Tk = P T it.o LT
2.0 BS.1% (80.25%) 88.9% (90.9%) BE.A% (B¥.1T0) 87.2% (8v.7%) nb.6% (B0.7%) B7.75, (89.50%)
4.0 #0.0% (91.4%) v0.6% (92.3%) 88.1% (91.6%,) 85.1% (91.4%) 80.2% (92.3%) 90.0% (81.6%:)
£.0 BU.7% {92.0%) £88.7% (92.2%) 50.9% (B3.4% 20.7% (92.0%) 90.9% (93.2%) BL.AY (92 6%}
&0 Be.3% (92.3%) | B9.8% (92.9%:) | 80.0% (R3.4%) | 90.8% (934%) | 90.0% (92.3%) | 9:.2% (83.6%)
1c.0 88.2% (91.8%) B7.3% (90.9%) | 8a.0% (82.5%) | B7.5% (91.8%) £4.2% (82.0%) 85.4% (91.8%)
12.0 87.9% (91.6%) 86.1% (90.4%) B7.0% (91.6%) 87.0% (90.0%} 87.55% (81.4%) 87.5% (91.1%)
4.0 86.3% (91.3%) | s8.6% (90.2%) | 86.1% (90.7%) | BE.TR (90.2% 86.5% (80.8%) | &5.9% (90.9%)
18.0 84.8% (20.4%) B4.8% (80.6%) 847 (85.7%) A4.1% (88.7% 24.8% (89.8%) 85.4% (P0.6%)
1s.0 B82.9% {(88.9%) Bi.lT (BU.8%) 82.2% (R7.9%) B3.4% (86.3%) 52.0F (88.6%) B4.1% (88.1%)
20.0 BU.7% (B7.7%) BI.BT (89.2T) 7%2.0% (AG,1%) AD.B%: (87.00%) 7u.B% (RG.1%) Bl.B% (87.7T%)




E.18 Experiment CD.3.5
NLDA approach : Y = ATX + f(X)

REnaral parameiers backpropagation paramciers
dimansian of orignial apace | az number of diseriminated targsts T134
dimension of image space : 1é learning rate : 0.00&
dizcriminated classes in on top LDA : 71324 momentum : o.%
targei drift parametess number of hidden unitr : B
@ 0.8 itarations : G
B 0.4 target updats aftar : L}
m : 1 samplic seleation random
mumber of drift vectors | 2376 (ome per triphone)

developement of class separability

[veration(s] [T [ T H 3 4 T 3 ]
Cryaq s.010 2.879 2.503% 3.48% 2.458 2.447 2.472
ql!ﬁ 7.734 = = = = = 7.372
=11 16.153 - - - = = 15.34%

weord recognition perfomance on 12 speaker 48 sentence evaluation set

[ i THcbract ]
ac T 2.0 .0 7.0 10.0 15.0

T0 BE.40 (90.6%%) BT.BT (AE.3%) 6.8, (B5.8%) B7.2% (00.0%) | = G.a%) BT.2% (B9.7%0)
4.0 88.7% (81.6%) | 89.7% (el.a%g 88.3% (91.3%) | 89.5% (91.6%) | 85.7% (P1.6%) | Hu.8% (91.4%)
6.0 89.3% (92.2%) 89.8% (92.2% 8&.9% (91.8%) 85.7T% (93.5%) B89.T% (92.5%) 85.3% (82.0%)
6.0 88.1% (90.9%) 85.3% (92.3%) RE.AT, (92.2%) B8.6% (91.8%) BU.8F, (92.7TR) 88.9% (81.4%)

i0.0 B7.2% (91.1%) 87.5% (91.4%) 87.7% (91.1%) 87.5% (91.3% B7.2% (91.1%:) A7.5% (91.1%)
13.0 A7.0% (81.3 aT.2% }91.4%) 86.6% (91.3% B7.0% (91.3%) AG.A #1.1%) BG-G9 (#0.7%)
14.0 85.6% (81.1% 84.5% DD.!%% 86.3% (91.3% 85.8% (91.2%) 85.7% (91.2%) BE.TH (91.1%)

16.0 B8 (00.4%) | 85.8% (B9.3% 84.1% (00.2%) | 84.1% (B9.8%) | 83.8% (89.5%) | 84.1% (85.8%)
18.0 B5.1% (89.1%) B1.6% (A7.9%) B3.4% (89.2%) B4.0% (89.3%) B2.9% (R5.1%) B5.4% (88.9%)
20.0 80.8% (87.2%) | 79.9% (87.3%) | 81.5% (se.8%) | 81.3% (B7.7%) | 80.2% (87.0%) | 81.3% (B7.7%) |

E.19 Experiment CD.3.6

NLDA approach : ¥ = ATX + f(X)

gEnaTal paramelers backpropagation paramelers
dimension of orignial space : 83 number of discriminaied targsts : T134
ensian of image space : 16 learning rate : o.008
discriminated classes in on top LDA | 71324 WMOmMENLUm ; 0.8
target drift parameters number af hidden unite : 3
a o.9 iteratians : &
A 1.0 targel updaie after €
m o 1 sample sslaction : random
number of drift vectors 1 2376 (one per iriphone)

developement of class separability

[ iteratianiz) || O 1 ] 3 F] E 3 ]
Q‘Hﬁ‘- =.010 2.711 2.64% 2,548 2.544 =.53% 2.577
©iap 7.734 = = = - - 7.33E
=TS 16.104 - = = - 2 15.365

word recogniiion perfomance on 12 speaker /& sentence evaluation set

f i1l Theblacl 1
ac 1.5 7.0 B0 7.5 0.0 5.0 |
2.0 BE.B% (B8.9%) | Bb.6%; (90.3%) BG.A0;, (B5.47) BE.8%. (BE.8%) 27 .50 (B8.9%) BL.EW: (85.5F)
4.0 89.3% (91.8%) 90.7% (92.9%) BE.8% (91.1%) 89.7% (91.3%) 83.3% (81.2% 85.7% (91.8%)
6.0 86.5% (92.0%) | 20.6% (92.9%) 85.1% (91.6%) 89.1% (91.4%) 80.2% (92.7% 86.8% (92.2%)

&.0 90.0% (92.8%) 20.6% (83.0%) 89.1% (9l.8%) 88.8% (91.4%) 90.0% (92.8%) 89 8% (92.3%)
i0.0 ae.5% (82.0%) B0.7% (93.4%) BE.9% (91.8%) BE.BY (91.4%) 20.2% (92.7%) au.5% (92.0%
11.0 A8.1% (99.5‘%) 85,1% (92.8%) 80.1% (92.3%) 8565, (i:.uﬁ BE.500 ap:,a% il

14.0 88.8% (92.0%) 87.9% (92.2%) a7.3% (91.6%) BB.6% (P1.6% 89.1% (92.2%)
16.0 B7.2% (91.1%) 87.5% (92.2%) B7.0% (91.3%) E7.8% (ﬁl.&'ﬁ; BE1Y% (Ru.8F) 85.7% (20.2%)

15.0 B4.7% (80.0%) &8.6% (81.3%) 84.8% (v0.4%) B5.4% (90.2%) A5.T% (80.8%) 86.1% (91.1%)
20.0 83.8% (85.8%) 85.8% (90.8%) £82.9% (85.7%%) AZ.0% (8%.1%%) 83,8 (Bu.8%] 848 (a6.B%)




E.20 Experiment CD.4.1

NLDA approach : ¥ = ATX + F(X)

FEnATAl pATAIDELErS

backpropagation parameiers

dimension of orignisl spaae : .*-‘J Bumber of discriminated targeis : 7134
dimension of image space : lsarning rate | 0.008
discriminated classer in on top LDA 1 'J'.‘I.D-i momentum | 0.9
target drift paramasters mumber of hiddan units ; 10
a: 1.0 iterations ; [
- 0.0 target updaic afier : [
m : 1 sample selsction : random
number of drift vectors : 3376 (onc per triphone)
developement of class separability
iteration{s) [1] i 2 3 4 5 G ]
Cr124 3010 3488 3.076  1.AGE  1.77E  1.865 1.686
] T.734 - = - - = G.340
Tnn 16.168 x = - 2 - 14.815

word recegnition perfomance on 12 speaker 48 sentence evaluation sel

T =0 THebiact
at X 5.0 T = 10.0 15.0 30.0
2.0 B7.0%. (00.0%) BG.87; (BB.6%4) BEAT (90.0%) B87.3% (B6.7%) BE.EY, (90.495) BE. 4% (90.2%4)
4.0 80,0%: (91.3%) BE.OF (90.7%) B5.8% (91.4%) 89.1% (90.8%) 88.7% (91.8%) 90.2% (91.8%)
6.0 89.7% (91.6%) B85.8% (81.8%) 8U.1% (91.4%) 88.1% (91.8%) 84.3% (92.0%) 89.5% (91.8%)
8.0 88.4% (91.8%) BE AT (91.4%) BT.T% (91.3%) a7.9% (91.3%) 88.8% (92.2%) 89.3% (93.5%)
10.0 #6.8% (91.8%) BA.1% (91.3%) BE8F (91.0% 85.9% (90.9%) B5.0% (80,2%) 87.3% (92.0%)
12.0 6.8 (81.4%) BT (nn.w&g 54,79, (A9.8%c 84.3% (85.3%) B4.89, (A8.A00) BE.1%: (90.90)
14.0 B4.A% (81.1%) 84.3% (90.0% 8#4.7% (B9.8% B84.5% (85.8%) 84.8% (A9.5%) 85.0% (80.0%)
1e.0 B4.8% (81.3%) | 84.8% (90.7%) | 84.1% (89.8%) | 83.8% (8u.7%) | 83.2% (89.3%) | 84.1% (88.5%)
18.0 84.3% (91.1%) | 84.1% (90.0%) | 82.9% (87.7%) | 82.7% (A7.7%) | 82TV (BT.7%) | 82.7% (AT.TH)
20.0 83.2% (82.8%) B2.E% (884%) 82.4% (87.5%) A1.6% (B7.2%) B0.7TH (BY.0%) BO.2% (86.8%)
.
E.21 Experiment CD.4.2
"
NLDA approach : ¥ = ATX + f(X)
gcharal paramatars backpropagation parameters
dimension of orignial space : H number of discriminated tarpets ¢ 7124
dimension of image space : learning rate : 0.008
diseriminated classsr in on top LDA 71:4 momentum ; 0.9
target drift parameLlers number of hidden unite ¢ in
e 0.8 iterations : [3
A a. target updaie after | [}
m o 1 lthlt schaction : random
number of drift vectors 2376 (one per triphons)
developement of class separability
[Citeration(s) || [0 1 2 = 4 5 3 ]
Cr1a4 [ 3.01C 2183 1510 1.780 1.764 1.680 1.67%
D40 | 7.75a - - - = - 6.396
SED T 16.153 = s - . - Ta.REL
P 5 .
word recognition perfomance or: 12 speaker |8 sentence evaluation sel
i v THebiacl
ac 2.G 3] i 10.0 1E.T 30,1
.U BE.6% (A%.3%) AL.1% (Re.B%) B7.0% (89.1%) BE6.5% (B8.6T) &7.2% (4%.3%) BE.3%, (AK.AT0)
4.0 B7T.7% (90.4%) | 89.1% (91.8%) B8.6F (90.9%) BE.O% (91.3%) 85.1% (91.4%) 88.3% (81.4%)
8.0 B8.4F (91.4%) 85.8% (92.2%) 88.7% (92.2%) A9.T% |a:.=%; 86.3% (92.0%) 848.9%, (92.0%)
&.t BE.8T, (92.0%) 80.9% (90.0%) 84.8% (82.2%) B5,7% (9s.5% 86 .E% (92.5%) 85.8% (92.2%)
10.0 B0.2% (91.6%) 86.2% (92.2%) 86 4% (92.0%) 87.9% (91.8%) BE.4T [92.0%) au.1% (91.89%)
13.0 AT.79 (9i.B%) B8.2% (92.0%) BA.BF (99.500) BB A% (62.9%) B6.1% (93.9%) BA.A%, (92.254)
14.0 87.0% (91.4%) 88.1% (92.5%) 88.4% (82.80%) | 881% (93.0%) B7.7% (91.6%) B7.0% (91.4%)
16.0 85.7% (90.9%) AE.1% (92.3%) 87.7% (91.6%) 87.0% (81.4%) 86.6% (80.7%) 87.0% (91.3%)
18.0 Bn.8% (90.7%) an.7% (91.1%) Be.5% (90.0%) BE.3% (90.8%) 8E.9% (90.2%) BE.OR (01.1F)
20.¢ B3.4% (B8.7%) 82.8% (88.1%) 85.0% (%0.0%) B5.8% (H0.1%) B3.6% (B6.2%) B9 (AU.3F)




E.22 Experiment CD.4.3
NLDA approach : Y = ATX + f(X)

ganaral paramaters

backprapagalion paramelers

dimension of orignial space : a2 sumber of discriminated targots : 7124
dimension of image space : 18 learning rate | o.008
discriminated classss in on top LDA 1 7124 momentum : 0.8
targel drift paramelers number of hldden units : io
o 0.8 iterations : [
[ 0.2 target update after : &
m oz 1 mample selection : random
number of drift vactors | 2376 (ome per iriphouns)
developement of class separability
[[iveration(a) [] 1] 1 2 3 4 3 3 ]
Qrya4 3.010 2.04% 1.901 1.766 1.586 1.703 1.680
T 14E R B 2 s 2 - £.872
=T 16.15% . * 3 . - 14.88%9

word recognition perfomance on 12 speaker /8 sentence evaluation set

THcbiact

7.5

10.0

156.0

20.0

BA.4% (90.9%
83.8% (BJ.O%%
90.4% (93.0%)
#0.2% ('D!.E%%
£9.3% (92.7%

85.1% (91.3%]
89.7% (91.6%)
91.1% (93.2%)
20.7% (93.6%
90.2% (95.0%

®6.7% (91.4%)
80.8% (92.7%)
80.9% (93.0%)
81.1% (93.6%)
89.8% (92.7%)

’8.9% (91.100)
20.8% (93.5%)
B0.7% (92.9%)
80,8% (83.4%)
00.4% (93.0%)

ac 2.0 E.0
10 BT.00 (A6.1%a) | B7.3% (A8.7%%)
4.0 A7.5% (90.2%) | 88.3% (91.4%)
6.0 87.9% (91.1%) | 90.2% (92.3%)
5.0 8e0% (92.5%) | 80.2% (83.4%)
10.0 88.6% (92.9%) | 89.5% (92.7%)
13.0 B7.0% (92.9F) BT .05 (93.7F)
14.0 85.0% (91.8%) | B7.2% (92.3%)
16.0 #54.0% (90.7%) | A5.8% (90.8%)
18.0 83.3% (80.2%) | 83.8% (DO.TH)
20.0 82.5% (90.0%) | &2.9% (90.9%)

BE.1% (92.80)
BE.8F (91.4%)
A5.8% (80.7%)
£3.8% (90.4%)
£2.89 (89.7%)

B8.0%, (98.2%)
&7.0% (81.4%)
87.0% (91.3%)
85.8% (51.1%)
52,49, (85.4%)

BE.4%, (92.0)
RE.AT, (90.7%)
BG.1% (90.8%)
85.0% (90.7%)
h2.7% (85.0%)

88.1% (93.0%)
B6.6% (91.1%)
86.6% (P1.1%)
8E.TH (91.1%)
52.9% (85.5%)

E.23 Experiment CD.4.4

NLDA approach : ¥ = ATX + f(X)

genatral parameters

backpropagation parameters

dimension of orignial space az number of discriminated Ltargets : Ti24
dimension of image space : 16 learning rate 0.008
diseriminated clazsar in on top LDA : 7124 momentum 1 0.8
target drift paramets number of hidden units : 10
@ 0.9 itarations : G
B 0.3 target update after : &
" 1 sample zziaction : random
number of drift vaciars | 2376 {one per triphone)
developement of class separability
[Citeration(a) [ 1 1 F] 3 4 3 & |
[*LICT [ a.oio 2,316 2,050 1.808 1.867 1.8871 1.887
=77 [ 7.734 - - - a - E.481
I 16.153 - . . - = 14.522

word recognition perfomance on 12 speaker & sentence evaluation

set

{ Il

TReblact

ac

2.0

5.0

7.

10.0

18.0

20.0

2.0
4.0
6.0
8.0
ip.0

B2.45, (85656
87.0% (50.0%)
86.8% (90.9%)
8E.8% (90.9%)
aR.9% (91.8%)

B7.2% (88.9%)
88.1% (90.4%)
85.7% (81.4%)
82.3% (91.4%)
25.3% (91.6%)

E7.5% (88,10
86.2% (90.4%)
80.0% (92.2%)
#L.1% (92.7%)
85.3% (91.4%)

86.8% (86.8%)
a88.9% (80.8%)
80.0% {92.3%)
89.8% (92.0%)
85.1% (91.8%:)

BT.0% (K8.9%)
86.1% (91.1%)
80.2% (92.2%)
89.7% (91.8%)
B9.8% (92.3%)

8785 (8u9.3%)
88.8% (91.1%)
89.8% (92.2%)
90.4% (92.3%)

1.0
i4.0
16.0
18.0
20.0

B85, (93.20%)
86.2% (91.8%)
88.3% (93.0%)
88.3% (92.0%)
87.2% (91.6%)

88.1% (90.9%)
87.8% (90.9%)
&7.3% (20.9%)
8&.8% (90.7%)
85.6% (90.0%)

86.4% (V0.7TH)
B7.3% (90.9%)
AT.3% (90.9%)
A5.5% (90.4%)
AG.1% (80.7%)

BE.45, (91.4%)
a6.6% (R0.7%)
a6.5% (80.8%)
BA.1% (80.0%)
BE.EW (81.1%)

88.1% (81.8%:)
88.6% (92.0%)
87.3% (91.3%
BT.ET (91.4%
BE.BT (90.9%)

88.7% (92.3%
&8585 (93.2%)
88.9% (92.3%)
87.0% (92.9%)
87.5% (91.4%)

BE.8% (91.1%%)




E.24 Experiment CD.4.5

NLDA approach : ¥ = ATX + f(X)

Fonaral parameters

backpropagation paramsters

dimcnsion of orignial apacs | az sumber of discriminated targsts | 7134
dimension of image space : 18 learning raic : 0.008
discriminated ¢ cr in an top LDA : 71324 momentum : 0.9
targst drift parametars number of hidden units : 10
ot 0.9 itarations : L]
a: .4 target update after : &
LU 1 asample selection : Tandom
aumber of drift vectors | 3376 (onc per triphenc)
developement of class separability
[frerations] ] [4 1 2 ] 4 B 3
Corymg 3.010 2.23% 1.81% 1.818 1.806 1.744 1.803
[=TPTY T.T84 - - - - - 6.512
=1 16.183 = - & - = 14.634
word recognition perfomance on 12 speaker 48 sentence evaluation set
[ Il THRoblacl
ac 2.0 5.0 7.5 10.0 16.0 20.0
2.0 BTONTARST) | BL.8% (A8.8%) | 84.8% (A7.3%] | Re. 1% (88.1%] | BEI% (88.4%) | 86.1% (85.2%)
4.0 a8.4% (90.4%) A8.4% (90.8%) 87.5% (90.0%) B88.2% (90.6%) a7.5% (90.2%) BT.5% (00.9%)
6.0 88.1% (91.1%) 88.1% (81.1%) 8E.8% (91.1%) BE.EF (91.3% BE.4T (90.8%) 85.8% (91.1%)
8.0 &87.3% (90.8%) R9.5% (81.8%) Bn.A% (81.1%) BR.A% nu.s%; BE.8% (81.4%) #9.1% (81.3%)
10.0 87.3% (90.2%) 89.5% (91.6% BE.1% {(91.4%) 88.8% (91.1%) BB.6% (91.1%:) BE.BYW (91.1%)
1Z.0 88.1% (vo.9%) 85.3% (m_.n%; B5.1% (91.A%) 86.9% (91.6%) B8.8% (UL.4%%) 86.3% (vi.n%)
14.0 87.9% (90.9%) £8.8%. (91.3%) 83.1% (91.6%) 88.9% (92.0%) 88.4% (91.6%) 88.2% (91.6%)
16.0 BE.AT (90.7%) 87.9% (91.3%) &7.9% (91.2%) 87.9% (91.1%) &7.7% (90.9%) ET.T% (91.1%)
is.0 BG6.3% (90.6%) BR.1% (91.4%) B7.7% (91.3%) 87.0% (90.7%) A7.5% (90.9%) 87.7% (81.1%)
20.0 85.9% (90.9%) 87.9% (91.4%) B7.3% (91.1%) B7.2% (90.7%) 87.9% (90.9%) 87.7% (91.1%)

E.25 Experiment CD.4.6

NLDA approach : Y = ATX + f(X)

Ecnaral parameters

backpropagation paramstars

dimension of orignial space | az number of discriminated targets : 7134
dimension of image space | 16 lzarning rate | 0.008
discriminated ciassss in on top LDA : 7124 momentum | 0.8
Largol drift parameters number of hidden unite 1 i0
ot o.% iterations : [
B 1.0 target updaic after : -1
m : 1 sampls selsction | random
number of drift vectors : 2376 {one per triphone)
developement of class separability
[iveration(s) | 4 1 F] 3 4 b [3

S raET [ 3.010 2540 2081 2.026 ST 1,847 2.000

= IVT" T 7781 . . pn : - 6T

=" I 16,153 - - . - = 14.710

word recognition perfomance on 12 speaker 8 sentence evaluation set

& i

THReblact

al

2.0

b.0

10.0

15.U

20.0

2.0
4.0
6.0
8.0
10.0

87.9% (R9.80:)
88.7% (81.8%)
90.2% (92.9%)
&88.6% (92.2%:)
B7.3% (81.4%)

BG.07, (BE.9V.)
BE.6T (81.1%%)
BE.A% (01.8%)
B85.8% (91.8%)
87.2% (90.7%)

7.5
RE.GU. (B6.1%%)
86.1% (91.8%)
84T (n:.uﬂz
BE.4T (82.0%
BE.2% (92.2%)

BT.8% (av.8%)
au.8% (92.2%)
88.9% (91.8%)
8E.8% (92.0%)
85.2% (§1.8%)

87.3% (85.3%)
88.9% (91.6%;)
85.3% (92.0%)
85.6% (91.8%)

12.0
14.0
16.0
1&.0

20.0

86.3% (90.4%)
86.1% (90.6%)
85.2% (90.4%)
As.0% (90.0%)
82.7% (88.9%)

BE.E%, (90.4%:)
86.6% (90.7%)
45.7% (90.4%)
83.8% (89.5%)
75.2% (86.6%)

87.2% (vi.3%)
87.2% (81.1%)
BE.TH (00.7T)
83.8% (89.8%)
BO.O% (87.9%)

B7.0% (90.9%%)
86.8% (90.9%)
85.3% (B0.6'%)
£2.8%, (B5.2%)
80.0% (86.8%)

86.1% (D1.8%)

n.zﬁﬁ'.ﬂ’.r
B7.2% (91.1%)
BE.AT: (w0.4%)

B4.0% (90.0%)

Bi.8% (88.4%)

BE.2% (88,69
88.1% (91.4%)
89.8% {92.0%)
BE.AT. (91.8%)
AR.6% (82.2%)
87.0% (91.3%%)
BEAT (90.7%)
85.7% (90.2%)
8279 (KL.8%)
B0.4% (87.8%)




E.26 Experiment CD.5.

NLDA approach : Y = ATX + f(X)

1

ba

ckpropagalion paramelers

n of arignial space a2 number of discriminatad targats : 71324
mpace 16 learning rats : 0.008
discriminated classes in on tep LDA : 7134 momentum : 0.8
target drift parameters number of hidden units : 20
o i 1.0 iterations ! -4
a: 0.0 target updats after : [
m i sample sclection random
number of drifi vectors ¢ 2376 {ona per triphona)
developement of class separability
[[itcration(a) ]| O 1 2 3 4 5 [3 |
C71a 3.010 2.330  1.981 _ 1.BOE _ 1.B3% 1118 (KT
Chiap 7.734 = = = = z 5530
=17 16.153 " - - - . 14.556

word recognilion perfomance on 12 speaker {8 sentence evaluation set
[ 1I == THobiact
ac FE 5.0 7.5 10.0 15.0 20.0
2.0 B7.70 (90.0%) SEFYC (8n0.6%) Ra.AT (B7.3%) BE. A% (B7-8%) BG.1% (BE.9%) 86,00 (BE.9%%)
4.0 89.3% (91.4%) | 88.2% (50.6%) 8E.6% (80.4%) | 88.4% (90.8%) 88.6% (90.8%) 88.2% (90.2%)
&.0 88.8% (91.3% 88.1% (90.9%) 86.1% (0L.1%) | 80.1% (91.4%) | &4.1% (90.9%) B7.9% (90.7%)
8.0 88.2% (81.4% &87.8% (91.3%) 87.7% (90.8%) BB.A% (92.0%) BB.6% (F1.8%) 88.1% (81.2%)
0. B6.8% (91.6%) | 87.2% (91.1%) 88.2% (91.8%) | 88.2% (91.6%) | 88.1% (91.8%) | 8&.4% (92.0%)
12.0 86.5% (91.8%) BB.1% (632.2%%) BE. AV (92.2%) B7.5% (U1.1%) B6.50, (4150 BE. 4%, (90.4%)
14.0 88.2% (01.1%) | 87.3% (91.3%) | 86.3% (n.am; 85.9% (91.1%) | &&.8% (21.3%) B4.B% (90.0%)
16.0 84.7% (81.1%) BE.TR (00.9%) B5.6% (80.6%) BE.2% (RO.4%) B85.4% (80.6%) B85.7% (90.6%)
18.0 84.0% (00.7%) | 85.6% (90.0%) | 84.2% (88.5%) | 84.8% (91.4%) 83.1% (A9.5%) | &s.3% (89.7R)
20.0 82.0% (A6.9%) | 83.6% (B9.5%) | 82.7TT (88.8%) 81.3% (87.2%) B1.1% (A7.7%) | 79.9% (86.5%)

E.27 Experiment CD.5.2

NLDA approach : Y = ATX + f(X)

gEnaral paramesters

bBACKkPropagation PATAIDELETS

dimension of erignial space : az pumber of diseriminated targets ¢ Tid4
dimensien of image space : 16 lcarning rate : 0.00&
discriminated clames in on top LDA 1 7124 momentum : 0.8
targat drift parameilsrs number of hidden uwnits ¢ 20
ol o, iterations : o
B : o. targst update after | &
L 1 sample scieclion : random
number of drift vectors | 2376 (one par triphone)
developement of class separability
[Citeration{al [] [] 1 2 3 4 [ 3 ]
S7124 a.01c 2.065 1.552 1.383 1152 0.501 T.nk>
Q)46 T.T34 - - - - - E.All
=T 16,153 . - = = 5 14.24F

word recognition perfomance on 12 speaker 4& sentence evaluation set

[ 11

Theotast

ac

2.0

b0

10.0

150

2060

2.0
4.0
6.0
&.0
io0.0

BE.9% (91.1%)
90.4% (92.9%)
89.7% (v2.2%)
88.9% (92.2%)
BE.4% (92.0%)

B5.2% (90.4%)
89.1% (91.6%)
B8.7% (92.0%)
88.1% (91.8%)
67.9% (91.3%)

BE.E% (B5.17%)
BB.4% (81.1%)
8E.2%, (91.1%)
87.9% (91.1%)
B7.7% (91.3%)

B7.0% (B9.80)
88.9% (91.8%)
85.1% (91.8%)
B8.9% (82.0%)
B85.4% (92.0%)

B7.3% (80.8%)
89.8% (52.2%)
85.3% (92.2%)
84.1%, (91.6%)
85.8% (80.4%)

B6.55 (Ka.90n)
88.3% (91.8%)

90.0%
BE.3F
B7T.E%

(92.3%)
(92.3%)
(91.4%)

12.0
14.0
16.0
18.0
20.0

£6.3% (92.0%)
868 (91.0%)
84.7% (30.9%)
84.0% (90.7%)
51.8% (85.7%)

#6.1% (90.6%%)
84.7% (90.0%)
84.0% (89.7%)
83.8% (89.7%)
7e.1% (87.3%)

B6.3% (90.6%0)
86.1% (s0.6%)
84.5% {89.8%)
84.8% (89.7%)
78.3% (86.3%)

8635 (90.65%%)
B5.4% (90.0%)
8455 (88.9%)
54.3% (89.3%)
B0.9% (AT.TH)

B5.8% (80.6%)
EE.OT (90.4%)
B5.4% (88.7%)
BE.7T% (85.5%)
7H.0% (88.0%}

86.5%
BE.6F

(91.1%)
(#%.5%)

86.3% (89.8%)
BE.TY. (90.2%)
B0.0% (86.3%)

153




E.28 Experiment CD.5.3

NLDA approach : Y = ATX + f(X)

genaral parameters

backpropagation paramatears

dimansion of orignial spacc a2 number of discriminated Largets : 7134
i spacs | i& learning rate | b.008
in an tap LDA : 71324 momantum : o.%
target drift paramstiers number of hidden units | 20
L 0.8 iterations : [
a. 0.2 target update after : 3
m : 1 sampls aziection : random
number of drift vectors | 2376 (enc per triphone)
developement of class separability
|_n-erm.mn(-j_|f ] 1 2 L S 4 3 3 ]
Q714 3.010 188k 1.882 1387 1.060 1.028 1.096
Gi4c 7.784 P - s - - 5660
QEp 16,183 - - - = - 14.37% |

word recognition perfomance on 12 speaker 48 sentence evaluation set
[ il THeblact ]

ac 2.0 50 TE 10.0 15.0 20.0

2.0 85.9% (88.0%) 87.0% (8519 85.4% (88.1%) a6, 0% (85.8%) BT.0% (B6.8%) 86.A% (85.8%)
4.0 BE.AT: (91.1%) 88.2% (20.9%) 87.9%, (90.6%) 88.2% (90.7%) 88.9% (91.3%) 87.7% (90.2%)
&.u A5.5% (92.7%) 85.7% (92.2%) a5.8% (91.8%) BE.8% (91.6%) 89.8% (92.2%) 86.1% (91.8%)
[ ] 86.5% (92.8%) 80.3% (92.0%) B5.3% (92.0%) B5.7% (93.0%) 89.7% (92.0%) 89.8% (92,2%)
10.0 89.7% (92.8%) BO.IW (93.5%) 88.8% (92.0%) 88.8% (92.0%) BBR.6% (91.8%) BR.A% (51.3%)
12.0 B5.4% (92.3%) 85.6% (91.a%) 88.4% (9145 BE.37; (91.80%) Br.4% (51.3%) BR.4% (81.1%)
14.0 88.6% (92.3%) 82.8% (92.0%) 87.2% (91.1%) B8.1% (91.8%) 88.2% (91.4%) AT.3% (s0.9%)
18.0 87.7% (91.8%) B7.7% (81.4%) &87.8% (91.1%) 86.2% (91.4%) 87.9% (91.1%) B7.3% (90.6%)
1K.0 85.6% (01.1%) B7.0% (91.3%) 86.5% (90.4%) 86.5% (80.7%) 87.0% (90.9%) 87.8% (90.6%)
20.0 B4.8% (890.6%) 86.1% (90.9%) 85.9% (90.4%) 85.6% (90.2%) AG.A% (80.9%) KG.6% (80.6%)

E.29 Experiment CD.5.4

NLDA approach : ¥ = ATX + f(X)

genaral paramecters

backpropagation parameters

dimension of orignial space : 1] number of discriminated targate : 7134
dimension of imags space | ig learning rate : 0.008
discriminated classss in on top LDA : Ti24 momentum : 0.8
target drift parameters number of hidden unitn : 0
&t 0.8 iteralionsz : L3
g 0.5 targel updatc after : &
i 1 samplc aclection : random
number of drift veeiors : 2376 (onc per triphone)
developement of class separability
[ iterasionis) || [1] 1 F] 3 4 5 & |
1134 3.010 2.17% 1.520 1.788 1.18% 1.14] 1.08%
IPTS T34 - . - - - 5.630
Cmp 16,155 - . = ¥ - 14,014
word recognition perfomance on 12 speaker 48 sentence evaluation set
{ 1L TRebinct ]
a1 PR B0 T 75 10.0 15,0 WL o ]
3.0 BT 75 (BE.THe) BL.0T: (B7.80%) Ba.50; (B7.00%) BL.20, (B87.00%, #4.55: (B6.5%) BE. AT, (B7.35%)
4.0 90.6% (92.5%) B7.7% (80.2%) 87.9% (v0.0%) BEAY (B0.4%) B88.4% (90.2%) 88.8% (90.8%)
e.0 90.4% (92.5% BU.1% (91.4%) | 8p.3% (91.6%) | B&.8% (81.3%) | 85.3% (91.8%) | &9.8% (92.2%)
#.0 86.8% (92.2% v0.2% (82.7%) 88.7T% (92.0%) 89,85 (92.2%) w0.6% (92.7%) 91.1% (83.0%]
10.0 90.0% (92.7%) 80.2% (95.4%) 5u.5% (93.5%) 80.0% (92.9%) 80.2% (93.0%) S0.9% (93.4%
1z.0 BE.4% (82.0%) 88.8% (93.4%,) B85.0% (92.9%% BO.EW. (U2.705) 80,09 (93.4%) B0.0% (95.9%) |
14.0 87.7% (91.8%) | 82.% (92.2%) | £5.7% (v3.0%) | #9.8% (93.4%) | 80.7% (95.2%) | av.A% (93.0%)
16.0 86.6% (91.1%) 87.7% (92.3%) 88.8% (92.7%) 88,1% (82.2%) B7.E% (32.9%) BE,8% (53,0%)
18.0 BE.BT, (81.6%) 86,1% (92.2%) 88.3% (92.3%) BT.5% (82.7%) aT.2% {n,-,.olng 87.8'% (92.8%)
20.6 BE7H (R1.8%:) 85 7% (91.8%) 85.9% (92.0%) BE.TF (93.3%; BE.G% (81.8% 85T (u1.8%)




E.30 Experiment CD.5.5

NLDA approach : ¥ = ATX + f(X)

genaral parameters backpropagalion parsmeters

dimension of orignial space | a3 mumber of dizscriminated Largets | 7134
dimension of image space | 16 learning rats ; 0.00&
discriminated elasses in on tep LDA : 7124 momentum | 0.9
targel drifl paramsters sumber of hidden units ! 20
L 0.8 iterations 1 &
- 0.4 target update afier : [
m o 1 sample selsction : random
number of drift vectors : 2376 (one per triphone)
developement of class separability
[iteration(s) || [] 1 ] 4 ) ]
=134 3.010 2.130 1.615 1.306 1.3158 1.283 1,337
7.704 - . - . . KL
=n 16,153 = B = = = 14.187

word recognition perfomance on 12 speaker 4& sentence evaluation set
[ I1 THReblacl

ac 2.0 .0 ) 10.0 15.0 20.0

3.0 BE.30 (90.9%) BE.1% (902 BT.5% (BO.E0a) | B 1 ol % BE. IV (BO.7%e)
4.0 80.3% (92.a%) 89.5% (91.3%) | as.6% (80.7%) | s8.8% (90.7%) B88.9% (91.1%} | 90.4% (91.8%)
&.0 K8.7% (82.0% Ap.5% (DLI%) 88.9% (91.4%) 88.8% (91.1%) A8.3% (91.3%) 89.5% (9.’2.?%
8.0 IB.I& fﬂﬂ.ﬂ'z& 89.1% (Bﬂ.ﬂ%} 88.9% (bl.l‘ﬁ) as.8% (m.a';é) 89.8% (ﬁﬂ.!‘ﬁ) A9.3% (92.8%
10.0 862 (91.8%:) BE.B% (91.8%) B8.4% (81.2%) a7.5% !PJ--‘«I ) BE.4% (92.0%) BB A% (91.8%)
13.0 B7.65 (82.0%) BE.1% (a:,c'r%) AG.6 {#l.1 ng 86.5% (P1.1%) 88.4% (92.5%) 86 8% (91.6%)
14.0 BE3% (91.1%) Aa6.6% (82.2%) 86.6% (80.7% a5.6% (FU.'J'%) BG.6% (82.0%) 87.2% (BZ.B%)
16.0 85.2% (80.9%) BE.8% (91.8%) &5.7% (91.8%) | 85.7% (91.3%) BE.TH (91.8%) | &5.2% (91.1%)
18.0 84.1% (v0.6%) B4.BF (90.4%) B5.6% (90.7%) 84.5% (90.7%) BE.0% (80.7%) B3.4% (90.2%)
20.0 84.1% (90.6%) A3.2% (B9.7%) 82.4% (EB.G%“ 82.2% (BR.2%) 84.3% (BB.B%W £1.8% (88.1%)

E.31 Experiment CD.5.6

NLDA approach : Y = ATX + f(X)

genarsl parameters

az

¥
dizcriminatad cla

target drift parameters

3
in on top LDA | T124

backpropagation parameters

number of discriminated targets 1

iearning rate :
momenilum :

number of hiddan unite 3

o 0.8 iterations ¢

B 1.0 targel updats after :
L i sample selection |
number of drift vectors | 2376 (onc per Lriphonc)

developement of class separability

71324
u.00&
0.9
20

randem

[ iteration(a) || o 1 ] B % B &
7194 3,010 2.144 1.621 1.644 i.420 1.378 1.3G3
140 T4 = - - - 5836
e 16,153 = = = = - 14.0135

word recognition perfomance on 12 speaker 4§ sentence evaluation set

[ T s THeblact
ac .0 5.0 TE 10.0 15.0 30,0
2.0 BG.1% (BA.4%) #4100 (B6.6%c) | B4.5W (BE.EVe) | BE.GH (B7-704) HE.60, (AT.70%) 85.2% (B7.7%)
4.0 as.e% (81.1%) &87.0% (80.2%) B7.3% (89.5%) B7.0% (88.1%) 87.0% (80.1%) 87.7% (90.0%)
6.0 B85 (91.4%) s1.2% (90.6%) | 88.2% (90.7% BR AT (00.9%) | &5.2% (90.7%) 86.1% (F0.5%)
5.0 88.9% (01.8%) | Bua% (P0.7R) | BBA% au.v%; BT.0% (90.7R) | 87.0% (80.9%) | 86.1% (51.1%)
io.0 BE.IF (91.4%) B8.2% (81.1%) 88.1% (91.1%) B5.2% (91.4%) 88.1% (9L.1%) &7.5% (80.9%)
1.0 BE.8%, (91.1%) 87.8% (91.3%) 8755 (90.9%) 87.3% (B0.4%) B5.0% (BB.8%) B6.67; (90.6%)
14.0 A% (B1.3%) BE.TH (90.4%) 86.a% (s0.6%) | 85.8% (90.0%) 86.1% (D0.4%) 86.8% (90.7%)
16.0 86.0% (91.8%) 82.0% (90.2%) B5.8% (R0.4%) | 85.7% (w0.2%) BE.TH (DO.4T) 86.3% (80.7%)
18.0 BE.8% (90.7%) | B4.7% (80.0%) | 85.9% (90.4%) | 85.7% (90.4%) | B5.6% (90.4%) | 85.6% (90.2%)
20.0 85.4% (904%) | 84.1% (B5.3%) | 8&5.0% (89.5%) B5.4% (80.0%) 84.1% (88.3%) 8419 (88.9%)
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