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ABSTRACT

In speech to speech translation systems for spontaneous input, a variety of problems has to be solved. We introduce the VERBMOLIB / JANUS-2 system and report on our experiences with it, focusing on the problems inherent to the recognition and the parsing of spontaneous speech.

1. INTRODUCTION

The field of natural speech processing has drawn much attention in the last years. However, especially in the domain of speech translation, only very few experimental systems exist that allow the validation of theoretical developments. Between the University of Karlsruhe and our partner laboratory at Carnegie Mellon, Pittsburgh, we have combined the efforts in VERBMOLIB, spontaneous German speech recognition with the translation modules of JANUS-2. JANUS-2 [1] is a speech to speech translation system which takes spontaneous speech in German, English or Spanish as input and translates into either English, German, Spanish or Japanese. Our system has provided ample opportunity to study the difficulties that have to be faced when a speech to speech translation system is built. In this paper we try to share some of our experience.

2. SYSTEM OVERVIEW

The system can be divided into three main parts: speech recognition, parsing, and generation in the target language. Each of the main parts consists of a language independent main engine and language dependent configuration data. The system architecture is depicted in figure 1.

In the parser module, three alternative parsers have been employed: the GLR* skipping parser [3], the PHOENIX concept-based parser [4], and the neural net based PARSEC [5]. In this paper, we will focus our attention to the PHOENIX parser.

3. SPEECH RECOGNITION OF SPONTANEOUS SPEECH

There are a number of topics that have to be addressed when dealing with spontaneous human speech. Most of them pose a problem to all three of the basic modules of a speech to speech translation system. However, the response of the system is dominated by the reaction of the speech recognition component. In the following subsections, we therefore list some of the problems inherent to spontaneous speech

Figure 1. System Architecture

and how they are treated by the speech recognizer of VERBMOLIB / JANUS-2.

3.1. Noise

In spontaneous speech there is a large amount of non-speech noise mixed into the speech data. This noise on the one hand includes external noise, like telephone ringing, door slamming and other such events. On the other hand, there is a considerable amount of human 'noise', i.e. breathing into the microphone, coughing, or the pause-filling 'mmm'.

The VERBMOLIB speech recognition engine introduces specialized noise models [6] for both external and human noises. These noise models are added to the recognition dictionary and are inserted into the output of the recognizer like regular words. The use of the information contained in
the noise models for parsing has still to be evaluated.

3.2. The new word problem
Even very large dictionaries cannot cover the full range of a language. This problem is particularly predominant in spontaneous speech. If a word that is not in the recognizer's dictionary is uttered, there will always be a recognition error and one or several phonetically similar words will be inserted instead. Recent work in VERBMOBIL [7] aims at locating unknown words and hypothesizing a special token UNKNOWN when such a word has been uttered. However, much work has still to be done to improve the performance of unknown word spotters.

3.3. Recognition errors
In the VERBMOBIL spontaneous speech task, state-of-the-art systems achieve word error rates around 30%. Additionally, spontaneous speech itself is often ungrammatical, with repetitions and false starts; poorly articulated and often containing incorrect function words. Therefore, any parser that is to be used in a speech to speech translation system must be robust against syntactically faulty input.

Luckily, the word accuracy of the recognizer is roughly proportional to the word length (in phonemes). As most words bearing the meaning of the sentence (the content words) are relatively long, the meaning of the utterance is conserved despite the recognition imperfections. The parser component of JANUS-2 takes advantage of this fact [2].

4. PARSING OF SPONTANEOUS SPEECH
The problems described above are reflected in the structure of each of the three different parsers that have been used in the JANUS-2 system. Here we will focus on the PHOENIX parser.

4.1. The PHOENIX parser
The PHOENIX parser uses the paradigm of semantic parsing. It has a number of slots, which can be viewed as the semantic base units (concepts) of the domain. Each of the slots has several tokens that can be repetitive or optional. Tokens may be either atomic (words), or consist of a number of subtokens which themselves may contain sub-subtokens, and so on. Slots can be seen as top-level tokens. The topology of a slot thus defines a semantic grammar for a semantic base unit, e.g., a suggestion or an agreement.

The parser matches as much of the input utterance as possible into the tokens of a slot. If a word in the input does not match a token, the slot parse fails. The output of the parser is a sequence of successful slot parses. In case of more than one valid parse, the interpretation with the most input words matched is chosen. If there is still ambiguity, the interpretation with the fewest slots is used.

If function words are defined ‘optional’ in the semantic grammar, the parser will concentrate on the content words of the input. This is a desirable feature, as the recognition error rate for the short function words is higher than for the longer content words.

The end-to-end performance of the system is 44% when translating from English to German.

Note that using the PHOENIX parser, about 70% of the errors were caused by errors of the speech recognizer, 25% were due to coverage problems of the grammar, and only 5% were caused by syntactic ambiguity of the underlying sentence.

A more detailed description of the PHOENIX parser can be found in [8].

5. CONCLUSION
Robust parsing is a key issue in speech to speech translation. As spontaneous speech is often ungrammatical and recognition errors are frequent on spontaneous speech, the use of syntactic parsing techniques is problematic. We have shown that semantic parsing can overcome some of the difficulties. A semantic parser could, for example, serve as a powerful backoff component if a more sophisticated syntactic/semantic parsing scheme could not parse the input.
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