ABSTRACT
In this paper, we present a system to monitor a subject's Visual Focus of Attention (VFOA) based on his/her head poses. The system first detects faces from video images and determines if the detected face is a frontal or profile face. If a frontal face is detected, the system further estimates the head pose from the face image. Instead of estimating continuous head poses, we formulate the problem as a classification problem and classify the head pose into one of a predefined number of poses using a local discriminant projection (LDP) method. The LDP method uses two graphs for the modeling the head pose embedding, one is the nearest native neighbor graph, the other is the nearest invader graph. We evaluate the LDP method in CAS-PEAL Database with 21 head poses and a realistic data set with 9 poses collected from our application scenario. The experimental results indicate that our approach outperforms other methods. We describe the implementation of the system with an application in monitoring customers' VFOA in a display window that displays items for sale in a shop. The system can be used to index and retrieve information for customer analysis.

1. INTRODUCTION
Focus of Attention refers to the mind’s ability to direct its inner awareness upon a particular target. It, however, would be very difficult to measure focus of attention based on such a definition. Fortunately, the literature suggests that humans are generally interested in what they look at. This has, for example, been demonstrated in Yarbus' classical experiments in which a subject’s eye movements were tracked when they watched a painting [20]. Recent user studies have further provided strong evidence that people naturally look at objects or devices with which they are interacting [12][2]. Therefore, in practice, people usually use visual focus of attention (VFOA) which is defined as the direction at which people look to represent their focus of attention. Many human-computer interaction applications require estimate VFOA. One of such applications is to monitor VFOA of a subject in front of a large display, e.g., a display window at a shop or shopping mall. That is, we would like to analyze to which part(s) of the shopping window the subject has paid her/his attention. In this research, we are interested in monitoring VFOA of subjects in a freely moving environment. The problem requires estimate a subject’s gaze directions in an unconstrained environment. There are two contributing factors in the formation of where a person looks at: head orientation and eye orientation. Head orientation is considered as a sufficient cue to detect a person’s direction of attention. Relevant psychological literature offers a number of convincing arguments for this approach and the feasibility of this approach is demonstrated [9].

Our VFOA problem is an extension of the traditional one in, at least, two respects. First, a subject’s mobility is unconstrained, i.e., subjects can freely move in the environment. This differs from meeting applications where participants are seated in relatively fixed locations. Second, there are several potential targets in the environment where subjects may pay their visual attention. For example, a shopping window can display many different products in different locations of the widow. This is different from detection of attention to an advertisement in the scene where there is only one target available [16]. As a result, the subject’s target of attention may change, or as the subject moves in the scene, his/her appearance may change as he attempts to keep his attention on a specific target. Unconstrained motion also limits the resolution of the subject in the video, as a wide field of view is necessary to capture...
multiple subjects over an area of interest. Limited resolution of the subject’s head makes estimating his/her VFOA more difficult (and impossible in some cases) when a subject is at a distance from the camera.

In this paper, we approach the problem using a hierarchical method. We first detect faces from video images and determine if the detected face is a frontal or profile face. If a frontal face is detected, we will further estimate the head pose from the face image cropped based on eye location. Instead of estimating continuous head poses, we formulate the problem as a classification problem and classify the head pose into one of a predefined number of poses using a local discrimination projection (LDP) method. The LDP method uses two graphs for modeling the head pose embedding, one is the nearest native neighbor graph, the other is the nearest invader neighbor graph. We describe the implementation issues of the system including robust face and eye detection. We evaluate the LDP method in CAS-PEAL Database [5] with 21 head poses and a realistic data set with 9 poses. The experimental results indicate that our approach outperforms other methods.

The rest of the paper is organized as follows. Section 2 describes problem and related work. Section 3 discusses the LDP method for head pose estimation in detail. Section 4 presents the implementation of the system and Section 5 reports experimental results. We conclude the paper in Section 6.

2. PROBLEM DESCRIPTION AND RELATED WORK

In this research, we are interested in developing a system that can monitor where a customer is paying attention to in a display window. Our goal is to estimate VFOA from video images in an unconstrained environment where subjects can freely move in the scene. We solve the problem using a hierarchical approach: we first determine whether a subject is facing the window and then determine which part of the widow the subject is paying attention to if the subject is facing the window. Since our application does not require continuous values of head poses, we divide the space into a predefined number of regions and estimate the head pose pointed to one of these regions to enhance the robustness and efficiency of head pose estimation. We formulate the head pose estimation as a classification problem and propose to use the LDP method because we are dealing with a large change in head pose which resides in a nonlinear manifold.

Our problem is similar to an evaluation task defined by 2002 workshop on Performance and Evaluation of Tracking Systems (PETS), which provided data for depicting people passing in front of a shop window, including the number of people in front of the window and the number of people looking at the window [13]. However, the task was focused on body motion only. Body motion alone does not determine whether a subject is facing the window and then determine if the subject is facing the window. Since our application does not require continuous values of head poses, we divide the space into a predefined number of regions and estimate the head pose pointed to one of these regions to enhance the robustness and efficiency of head pose estimation. We formulate the head pose estimation as a classification problem and propose to use the LDP method because we are dealing with a large change in head pose which resides in a nonlinear manifold.

Our approach requires estimate head poses. The existing methods for head pose estimation can be broadly divided into three categories: (1) Shape-based geometric analysis [8]: The generic face model or geometric structure is first defined. Then the geometric parameters are used to estimate head pose. However, defining the face geometry in side views still remains challenge. (2) Appearance-based methods [10]: The method takes the head estimation problem as a pattern classification task. The training data are divided into several subsets for novel view classification. The limitation of these approaches is the weak generalization. Most of these methods can only estimate head pose or face view in a limited range. (3) Manifold learning and dimensionality reduction [3] [14]. During the last few years, a large number of approaches have been proposed for constructing and computing the embedding. The nonlinear methods, such as locally linear embedding (LLE) [15], Laplacian eigenmaps [1], Isomap [18], focus on preserving the geodesic distances which reflect the real geometry of the low-dimensional manifold. The linear methods, such as principal component analysis (PCA), multidimensional scaling (MDS) [3], locality preserving projections (LPP) [6] and linearized LEA [4], L-LDA [11], locality discriminant indexing(LDI) [7] are evidently effective in observing the Euclidean structure for vision applications. The set of all facial images in three angles of rotation (yaw, tilt, and roll) is intrinsically a 3D manifold in the image space. One main drawback of these techniques is that they are sensitive to face alignment, the output from the face detectors are usually not well aligned, which will cause the deterioration in the accuracy of pose estimation.

3. HEAD POSE ESTIMATION USING THE LDP

A core technology in our approach is robust head pose estimation using the LDP method. In this section, we describe the LDP method in detail. A set of face images is represented as a matrix $X = [x_1, x_2, \ldots, x_N], x_i \in \mathbb{R}^m$, where $N$ is the number of samples and $m$ is the dimension of the feature space. The class label of the sample $x_i$ is $c_i \in \{1, 2, \ldots, C\}$, where $C$ is the number of classes. We want to find projection matrix $W$ which maps an $m$ dimensional data space to a $d$-dimensional subspace ($d \ll m$): $W^T: \mathbb{R}^m \rightarrow \mathbb{R}^d$.

3.1 Manifold Modeling for Discriminant Analysis

Two graphs are introduced to construct class-specific manifold, the $k$ nearest-native graph and invader graph. It is natural to model the manifold overlap, the invader graph is introduced, usually overlapped in the high-dimensional space. To effectively characterize the manifold overlap, the invader graph is introduced, which is denoted as a weighted graph $G^w = \{V, S^w\}$, with

$$S_{ij} = \begin{cases} e^{-\frac{||x_i - x_j||^2}{\epsilon}}, & x_i \in N_k(x_j), x_j \in N_k(x_i) \\ 0, & \text{otherwise} \end{cases}$$

where $S^w$ is a sparse symmetric $N \times N$ matrix with $S_{ij}$ weighting the edge connecting vertices $x_i$ and $x_j$, $N_k(x_i)$, called $k$ nearest-native neighbors of $x_i$, is the set of $k$ nearest neighbors having the same label with $x_i$. However, class-specific manifold structures are usually overlapped in the high-dimensional space. To effectively characterize the manifold overlap, the invader graph is introduced, which is denoted as a weighted graph $G^v = \{V, S^v\}$, with

$$S_{ij} = \begin{cases} e^{-\frac{||x_i - x_j||^2}{\epsilon}}, & x_i \in \mathcal{I}_k(x_j), x_j \in \mathcal{I}_k(x_i) \\ 0, & \text{otherwise} \end{cases}$$

where the set $\mathcal{I}_k(x_i)$ composes of the invaders of $x_i$. The invaders of $x_i$ have two properties: 1) they reside in the local spherical space $\mathbb{R}^m(x_i) = \{x \mid ||x - x_i|| \leq \epsilon_i\}$ with the radius as $\epsilon_i = \max_{j \in N_k(x_i)} ||x_j - x_i||$; and 2) their labels are different from $x_i$. The
3.2 Local Discriminant Criterion

It is an ideal case to make each sample and its $k$-nearest neighbors always belong to the same class in the projected space and its invaders far apart. Based on this locality discriminating criterion, the optimal projection vector can be determined as follows:

$$\min \sum_{i=1}^{N} \sum_{j=1}^{N} (y_i - y_j)^2 S_{ij}^n,$$  \hspace{1cm} \text{(3)}

$$\max \sum_{i=1}^{N} \sum_{j=1}^{N} (y_i - y_j)^2 S_{ij}^f.$$  \hspace{1cm} \text{(4)}

Suppose $W$ is a transformation vector, $Y = W^T X$. Finally, by combining the two objective functions (3) and (4), the LDP criterion is given by

$$w^* = \arg \min \sum_{i,j} (w^T x_i - w^T x_j)^2 S_{ij}^n \min \sum_{i,j} (w^T x_i - w^T x_j)^2 S_{ij}^f$$

$$= \arg \min w^T X L^n X^T w \min w^T X L^f X^T w.$$  \hspace{1cm} \text{(5)}

The numerator characterizes the intra-class compactness by the sum of the distance between each data and its $k$-nearest natives, while the denominator models the inter-class overlap by the sum of distance between each data and its invaders. In equation (5), $L^n = D^n - S^n$ is the Laplacian of the native graph $G^n$, and $D^n$ is a diagonal matrix with $D^n_{ii} = \sum_j S^n_{ij}$, and $L^f = D^f - S^f$ is the Laplacian of the invader graph $G^f$, and the $D^f$ is a diagonal matrix with $D^f_{ii} = \sum_j S^f_{ij}$. The vectors $w^*$ that minimize the objective function are given by minimum eigenvalue solutions to the generalized eigenvalue problem. From the above description, the Local Discriminant Projection (LDP) algorithm can be described as follows.

1. PCA projection. For a high-dimensional application, we first project a data set $\{x_i\}_{i=1}^{N}$ into an $n$-dimensional PCA subspace by retaining a certain portion of energy. For simplicity, we still use $x_i$ to denote the data projected in the PCA subspace in the following steps, let $W_{PCA} \in \mathbb{R}^{m \times n}$ denote the transformation matrix of PCA.

2. Constructing the $k$ nearest native neighbor graph and invaders neighbor graph according to equations (1) and (2).

3. Solving locality discriminant criterion in equation (5). Computing the eigenvector and eigenvalue of the following generalized eigenvalue problem:

$$X L^n X^T w = \lambda X L^f X^T w.$$  \hspace{1cm} \text{(6)}

4. Outputting the transformation matrix. Let $w_0, w_1, \cdots, w_{d-1}$ be the solutions of (6), eigenvalues ordered in a descent order $0 \leq \lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_{d-1}$, and $d(d \leq n)$ be the output dimension. We have

$$W_{LDP} = [w_0, w_1, \cdots, w_{d-1}].$$  \hspace{1cm} \text{(7)}

Then the transformation matrix is:

$$W = W_{PCA} \bullet W_{LDP}.$$  \hspace{1cm} \text{(8)}

4. THE SYSTEM IMPLEMENTATION

In this section, we discuss system implementation issues. Our application scenario is to monitor customers’ VFOA in a display window that displays items for sale in a shop. A video camera is installed inside of the display window and faced to outside of the window. If a subject is far away from the window (e.g. beyond 3 meters), the system only detects if the subject pays attention to the window by frontal/profile face detection. If a subject is within 3 meters from the window, the system will perform more detailed focus of attention analysis. Fig.1 illustrates the VFOA system architecture. The system performs face detection from input video images. The system provides information of detected faces (locations, frontal/profile) in each frame. If a frontal face is detected, the system will further perform eye detection within the detected face. The eye locations are used to crop a face region and align the face for pose estimation. The head pose is classified by the trained LDP model. The LDP model is trained off-line in advance. The system runs in real-time. Besides the LDP method, robust detection of face and eye plays very important role in our system. We describe the implementation of face and eye detection in the rest of this section.
to select from. Therefore AdaBoost is used to efficiently select the most promising features. Thresholded Haar-like rectangle features compose AdaBoost’s weak classifiers. By selecting and combining the most discriminative features in several runs AdaBoost builds a strong classifier that is far more powerful than the initial features.

In order to further improve runtime performance a cascade structure is utilized that forms a degenerate decision tree. The classification process is split into several stages that each stage uses fewer weak features than would be necessary for a complete classifier. Early stages are supposed to reject as many negative samples as possible while accepting close to all positive samples, later stages then perform finer differentiation. The cascade structure avoids having to evaluate all necessary features for the whole classifier on most image windows as most input images contain few windows with positive samples. The face detection module outputs the location and attribute (frontal or profile) of detected face(s). The system utilizes the results to make decisions on the further processing.

4.2 Eye Detection
Within a detected face, the system will further detect locations of eyes for face alignment. We use a coarse to fine approach to detect location of eyes. The system first locates eyes using an iterative thresholding method based on the assumption that the iris is the darkest spot in the facial eye-region [17]. Due to the variation of intensity of an eye region for different people and lighting conditions, a simple threshold is insufficient. In our system, instead of fixing a value, the threshold value is iteratively refined until a significant dark point is located. Anthropometric constraints for eyes are applied to limit the search regions within the detected face that are most likely to contain eyes. These restraints are adapted for upright, rotated or profile detected faces. The output of the iterative thresholding algorithm is back projected onto the input image and used to mask the darkest image areas. Then, a mean-shift ascent is utilized on the masked intensity image to locate the center of the most dense, darkest area that is expected to be the iris. Usually, mean-shift is applied to probability distributions to find the local maximum of the distribution by gradient ascent. Here, it is applied directly to the masked, intensity inverted image. It is assumed that the iris and cornea represent a dark patch within the brighter sclera with the iris being the local maximum in the inverted image. The mean-shift ascent is initialized by calculating the centroid (center of mass) of the iteratively thresholded image area.

5. EXPERIMENTAL RESULTS
We evaluate performances of our system using two different datasets: the CAS-PEAL face database and a self collected dataset. The CAS-PEAL face database contains 99,594 images of 1,040 individuals (595 males and 445 females) with varying Pose, Expression, Accessory, and Lighting (PEAL). For our purpose, we selected images with pose variations described by pan angles of $[-45^\circ, -30^\circ, -15^\circ, 0^\circ, 15^\circ, 30^\circ, 45^\circ]$ and tilt angles of $[-45^\circ, 0^\circ, 45^\circ]$, which are 21 poses. From the CAS-PEAL face database, we randomly selected 300 individuals for the training set, and other randomly selected 300 individuals for the testing set, and other individuals for testing. Various poses with different pan and tilt angles for a subject are shown in Fig.2. We use the CAS-PEAL dataset to evaluate performances of eye detection and the LDP method because the dataset has provided ground truth of the data.

5.1 Eyes Localization Accuracy
The accuracy of eye localization is crucial for face alignment and head pose estimation. We tested the accuracy of the eye detection module using 21,840 images in 21 head poses from the CAS-PEAL dataset. Since a pupil is movable inside of an eye, we use a relative error of a half of eye width to measure the accuracy, i.e., we consider the output of the eye detection is correct if it is within the range of the eye. The experiment shows that 85% points of the output are correct within 0.5 eye width. Fig.3 shows the histogram of distance between detected eye locations and ground truth vs. eye width.

5.2 Head Pose Estimation
For the pose estimation evaluation, we carried out three experiments. In the first experiment, we provided the image patches cropped at the manually marked eyes as input, so that we can evaluate how the head pose estimators performs when there is no error caused by the misalignment. In the second experiment, the eyes are automatically localized and the head pose estimator uses face image patches cropped from locations of automatically localized eyes. In the third experiment, the head pose estimator uses faces cropped by the face detector only.

In the first experiment, we also compare our method with LDA (Linear Discriminant Analysis) and LPP methods. Fig.4 shows a comparison of three methods with dimensionality reduction. Our LDP method outperforms other methods in all cases.
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Figure 5: Performances of head pose estimation using different face alignment methods.

Fig.5 shows performances of head pose estimation using different face alignment methods. It is clear that face alignment plays an important role in pose estimation: the face aligned from the manual eye localization performs the best, and the face aligned from the face detection algorithm is the worst. $x$-coordinate is corresponding to the head pose in Fig.2. It is interesting to see that the automatic eye localization method performs better than the manual eye localization method in some frontal positions when eyes can be located correctly.

5.3 VFOA Application Performance

To evaluate the performance of our system in estimating customers’ VFOA in the display window scenario, we have collected a dataset in a simulated setting. We put 9 marks on a large display window in a commercial street and ask subjects to pass to stand in front of the window looking at these 9 marks. These marks roughly correspond to the view angles of tilt degree $-30^\circ$, $0^\circ$, $30^\circ$, and pan angles $-30^\circ$, $0^\circ$, $30^\circ$. We set a Sony DV camera inside of the widow and recorded 2 sequences of sunny/cloudy conditions and 12 subjects. Seq1 is under the sunshine condition while Seq2 is under the cloudy condition. In the evaluation, we query how many times the top-right item have been paid attention, Fig 6 illustrates the result of retrieved images for up-left head pose.

we also randomly selected 638 frames of images from the recorded video. Table 1 reports the evaluation results under different weather conditions. Seq2 is better than Seq1 because the eye location is more correct in cloudy condition. Fig.7 shows some examples of VFOA detection results that output from the system interface. The red rectangles denote the detected faces, and the green arrows indicate the classified directions of VFOA.

<table>
<thead>
<tr>
<th>Seq</th>
<th>Total frames</th>
<th>face detected</th>
<th>eye detected</th>
<th>corrected VFOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq1</td>
<td>400</td>
<td>381(95.3%)</td>
<td>351(87.8%)</td>
<td>302(75.5%)</td>
</tr>
<tr>
<td>Seq2</td>
<td>238</td>
<td>228(95.8%)</td>
<td>223(93.7%)</td>
<td>203(85.3%)</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

In this paper, we have presented a system for monitoring customers’ VFOA in a display window using head pose estimation. Our work makes contributions in terms of problem formulation and head pose estimation using the LDP method. Our approach outperforms other methods in estimating head poses and show promising performance using a fully automatic system in
monitoring customers’ VFOA in a display window. We will further improve the accuracy of the system and apply the system to a more realistic environment. The developed technology can be applied to customer analysis and other multimedia applications.
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