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ABSTRACT 

When developing a speech recognition system, one must start by 
deciding what the units to be recognized should be. This is for 
the most part a straightforward choice in the case of word-based 
languages such as English, but becomes an issue even in handling 
languages with a complex compounding system like German; with 
an agglutinative language like Japanese, which provides no spaces 
in written text, the choice is not at all obvious. Once an appropri- 
ate unit has been determined, the problem o~consistently segment- 
ing transcriptions of training data must be addressed. This paper 
describes a method for leaming a lexicon from a training corpus 
which contains no word-level segmentation, appiied to the prob- 
lem of building a Japanese speech recognition system. We show 
not only that one can satisfactorily segment transcribed training 
data automatically, avoiding human error, but also that our system, 
when trained with the automatically segmented corpus, showed a 
significant improvement in recognition performance. 

1. PNTRODUCTION 

How does one go about defining the fundamental units to recog- 
nize in a language that does not distinguish word bo~ndaries text? 
This is the first problem we are faced with when developing a 
speech recognition system for languages like Japanese, Chinese, 
or Thai. One can approximate words by mapping onto English 
words, but dds is an artificial solution and may hide characteris- 
tics of the language that would help in recognition. One option 
is to recognize syllables or other small clusters of 
longer segments are easier io recognize and are b 
of subsequent words than S ~ Q I ~  ones are. Automa~ic s ~ g ~ e n t ~ ~ s  
based on morphological analysis are available, but in the case of 
Japanese tend to produce many segments that are very small. Dic- 
tionaries can be used to provide s ~ d - a ~ o n e  words 
however, this does not solve the problem of how to 
the lengthy agglutinative inflections that are common in Japanese. 
Hand-processing requires time and human experts, and we experi- 
enced significant inconsistency with manual processing. 

In this paper we present an unsupervised method for simul- 
taneously segmenting a raw (non-segmented) corpus and learning 
a lexicon for recognition. We build on work introduced in [7], 
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in which we find a lexicon that is constructed of morae ’ and se- 
quences of morae (see also Sec. 3). n e  task of finding sequences 
is achieved by searching for the two sequences which when joined 
optimize the perplexity of the bigram model of the training data. 
We show that we can build a speech recognizer with our origi- 
nal modeling idea [7] and improve the accuracy of recognition as 
scored at the mora level. 

En Sec. 2 we describe related work; in Sec. 3 we describe the 
segmentation problem for Japanese. S e c .  4 reviews the algorithm 
and presents some new developments. In Sec. 5, the speech recog- 
nition experiments are described, and we conclude with Sec. 6. 

2. RELATEDWORK 

Our process is similar to the procedures dessribed by Lauer [4] and 
Ito and Kohda [2], but we use the more powerful perplexity eval- 
uation criterion, maximizing the predictive power of the m-gram 
directly. Ries [l 11 showed that a variation of this measure out- 
performs classical measures often used to find phrases. Nasataki 
and Sagisaka [6] describe work on word grouping, although what 
he describes is critically different in that they are 
ously defined words into sequences, not defining new words from 
scratch. Nobesawapresents a method for segmenting strings in [9] 
which uses a mutual information criterion to identify meaningful 
strings. Me evaluates the correctness sf the s e g m e n ~ t i ~ ~  by cross- 
referencing with a dictionary, how 
to depend to a certain extent on gra 
a breaking-down approach is less s 
applica~~ons than a bui~ding-up one because the risk o 
oub-of-vocabulary strings is higher. ( ~ o n v e ~ e l y ,  wit!! 
up approach one risks not being able to reproduce all useful se- 
quences.) Teller and Batchelder [I33 describe another segmenta- 
tion algorithm which uses extensively knowledge about the type of 
a character ~ i ~ g a n ~ a ~ a n ~ ~ j ~ ,  etc). This work, though, as 
well as Nobesawa’s, is designed for processing ~ a p ~ n e s e  text, and. 
not speech. 

a method for transformation-based segmentation of Chinese and 
Thai. He evaluates this method by comparing the automatically- 
produced segmentations against the same text segmented by native 
speakers. This assumes that there exists a “correct” segmentation 
that can be consistently reproduced by native speakers, which we 

The problem is not limited to Japanese. 

did not find to be the case with Japanese. Also for Chinese, Law 

IA mora is a unit basically equivalent to a syllable: in most cases one 
mora corresponds to one character of the Japanese syllabary (kana) and is 
never more than three phones long. 
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and Chan [SI combine a measure similar to ours with a tagging 
scheme since the basic dictionary consisted of 80,000 words. 

3. JAPANESE 

The Japanese language has historically been written without any 
white space delineating words. 

teemaokimenakerebanamnainodeodenwasaseteikadaitaNdesu 
icalledbecausewehavetodecidmnthetopic 

This means that before one can even start designing a recogni- 
tion or translation system for Japanese, the units that will be recog- 
nized, or translated, must be defined. Many character strings, such 
as nouns, can clearly be stand-alone words, but deciding where to 
segment verbs and adjectives, which are constructed through an 
agglutinative inflectional process, is not straightforward. 

Japanese has typically been segmented in variations on four 
ways for the purposes of recognition and parsing. To illustrate 
these we consider the segment from the above phrase kimenakere- 
banaranai, “(SUBJ) must decide,” which our method segments as 
(kime) (nakereba) (nara) (nai). 

W r d u n s e t s u  level 

The bunsetsu is a syntactic unit in Japanese which generally con- 
sists of a meaning sequence on the left and a function unit on 
the right. Bunsetsu are long enough for accurate recognition, and 
capture common pattems, but require a dictionary entry for each 
possible phrase, causing a vocabulary explosion. Bunsetsu in our 
database (described in Sec. 5.1) averaged 10 phones in length. 
Systems that have used the bunsetsu as a unit of representation 
include [8] and [3]. 

kimenakereba naranai 

“Word” level 

This is a level of abstraction based not on syntactic principles but 
rather intended to maximize the usefulness of the segment to a 
speech recognizer. It is this unit that our baseline system uses [ 121. 
“Words” are partially hand-picked to have semantic value, be long 
enough not to cause confusion, and short enough to capture gener- 
alizations. Disadvantages, as with other sorts of knowledge engi- 
neering, that manual processing takes time and can be inconsistent. 

kime nakere ba naranai ’ 
kime nake reba nara nai 
kime nake re ba nara nai 
kime na kere ba nara nai 

Morpheme level 

The morpheme is a syntactic unit that is well-defined in principle 
but can be difficult for non-experts to apply (do altemating end- 
ings go with the verb stem or the inflection that requires them?). 
Morphological taggers are quite good and useful for segmenta- 
tion, although if segmented in the strictest sense morphemes can 
be single phonemes, which we prefer to avoid when possible. It 
is possible to augment commercially available taggers with rules 

2Examples of all four segmentation patterns appeared in our human- 
transcribed data. 

indicating which inflections should be left attached to the root, for 
example, but for a limiteddomain system like the one we work 
with, we would not want to apply these rules unconditionally but 
rather based on features of the data. This method also does not tell 
us which sequences are important in our domain, which is a bene- 
fit of our approach. The ungrammatical character of spontaneous 
speech can also complicate syntactic analysis. 

kime na kere ba na ra na i 

Woneme cluster level 

Since the set of morae in Japanese is small and closed, this is one 
level of abstraction that can be extremely useful. The JANUS 
KSST3 system uses the syllable, the set of which is much larger 
than the set of morae in Japanese, successfully in recognition of 
Korean. (This system started out recognizing at the bunsetsu level, 
but the vocabulary growth quickly became unmanageable.) Us- 
ing the syllable, or mora, as the basic unit of recognition means 
that one needs only a very short dictionary; disadvantages include 
high confusability, although acoustic confusability seems less of a 
problem for Japanese than for some other languages. 

kime na ke re ba M ra na i 

4. ALGORITHM 

The algorithm we use to find mora sequences starts at the mora 
level and builds up sequences of mora units bottom up. Initially 
the whole text consists of “multi-moras’’ that consist of exactly 
one mora. In every single step we try to combine a pair of mora 
to form one new “multi-mora”: We select the pair of multi-moras 
that will give us the best bigram model if we replace all instances 
of this pair in the database by a new multi-mora symbol. This new 
multi-mora can be used in future joins of multi-moras. To build 
more and longer sequences we replace all instances of the best 
pair with a new multi-mora and continue from the beginning. 

Ries [I I ]  shows that the best pair of mora to join can be de- 
termined quickly by doing leaving-one-out estimate of the bigram 
perplexity of all models resulting from a join of any two multi- 
mora. This is calculated efficiently from a trigram table of the 
corpus. The estimation of the final model is also fairly simple: 
we mark the multi-mora in the corpus and use a standard backoff 
model. 

Recently, we have tried a number of generalizations to this 
algorithm. An assumption we originally shared with Lauer [4] 
was that it is not always appropriate to reduce a pair of sequences 
to a new sequence; it might be better to replace the pair by one of 
the components of the pair. This idea is reminiscent of the head 
principle in linguistics. We constructed an algorithm that could 
map the pair either on a new symbol or on the left or the right 
element of the pair. When we applied this algorithm to sequence 
finding of English words we found that (a) most of the time a new 
symbol was created and (b) the generalization did not yield better 
results. 

In another set of experiments we tried to separate two effects 
of the sequences on the estimation. The first effect is that we are 
estimating models that are of higher word-order when we use se- 
quences. The second effect is that the fallback steps a backoff 

3K0rean Spontaneous Scheduling Task; SST described more fully in 
Sec. 5.1 
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model takes are different when sequences are part of the context. 
We have observed that we can improve results on Switchboard 
(SWB) [l]: we can get very good perplexity results if we do not ex- 
tend contexts that already use a trigram context on the word level. 
We were not, however, able to improve recognition accuracy us- 
ing this technique. The application of these and similar models to 
Japanese is future work. 

5. EXPERIMENTS 

We performed several experiments to evaluate the appropriateness 
of our approach to segmentation of Japanese. As our operations 
were text-based, we first examined the effects of different sequenc- 
ing procedures on the language model by measuring the change 
in bigram perplexity of the resulting corpus. This showed us how 
much the predictive power of our model was improved with the ad- 
dition of the different sequences. We then trained a system based 
on the leamed lexicon corresponding to the best (lowest perplex- 
ity) language model and measured the effect on recognition per- 
formance. 

Only experiments involving romanized corpora are presented. 
Kana (romanized or not) are themselves useful levels of abstrac- 
tion, and working with kanji would introduce other problems, not 
the least of which being deciding which readings to assign single- 
ton kanji or kanji combinations. Kanji are an extremely informa- 
tive form of representation, though, and we will continue to look 
for ways to incorporate them in future work. 

5.1. Task 

The Spontaneous Scheduling Task (SST) databases are a collection 
of dialogues in which two speakers are trying to schedule a time 
to meet together. Speakers are given a calendar and asked to find 
a two-hour slot given the constraints marked on their respective 
calendars; the majority of negotiations take between 15 and 25 
tums. Dialogues have been collected for English German 
(GSST), Spanish (SSST), Korean (KSST) and Japanese (JSST). 
The entire JSST database consists of 800 dialogues. 

5.2. LM-level 

5.2.1. Test corpora 

Six language models were created for the scheduling task JSST 
[12]. The models were drawn from six different segmentations 
of the same corpus, as described below. The mora segmentation 
task was completely unambiguous given our transcription conven- 
tions. Sequences were found using the compounding algorithm 
described in Sec. 4. 

C1: Only romanized mora syllables. A romanization tool was 
run over the original kanji transcriptions; the romanized text 
was then split into kana (morae). 

C2: C1 with sequences incorporated. 

C 3 :  Sequences that were leamed before romanization. The se- 
quenced kanji text was then run through the same roman- 
ization bl. 

C4: A hand-edited version of C3. where some word classes (like 
day of the week - if only "tuesday"existed in the corpus the 
rest of the days were added by hand) were fleshed out and 
meaningless sequences removed. 

C5: The hand-segmented text used in the current JSST system 

C6: C5 + sequences from C4 

5.2.2. Perplexity Results 

If the standard test corpus has length n and the new test corpus has 
length n' we define for the test corpus 

pp=' = PP+. 

The relative perplexities reported below are all normalized 
with respect to corpus C1, measured for an unseen test set. 

The results in Table 1 clearly indicate that we can do at least as 
well or even better than human segmentations using automatically 
derived segmentations from the easily definable mora level. Note 
that the sequence trigram is better than a 4-gram; this indicates that 
the sequences play a critical role in the calculation of the model. 

53. Recognition 

The ultimate measure of improvement in a speech recognition sys- 
tem is word accuracy. Significant reductions in perplexity of a 
language model have been known to have little or no effect on the 
recognition performance of the system. If our modifications had 
resulted in a decrease in recognition accuracy, we would suspect 
that an automatic segmentation method cannot match the power of 
human experts, despite the drawbacks of knowledge engineering. 
We found, however, that training with the re-segmented training 
data and learned lexicon gave a small increase in word accuracy, 
allowing us to conclude that ours is a solid technique. 

5.3.1. System Description 

The systems used in this experiment were derived from Q context- 
dependent system developed using the Janus Recognition toolkit 
(JRTK) and described in [12]. The speech data was re-labeled 
retrained using the new dictionary and training corpus, Rhe code- 
books clustered and a second training iteration performed. The 
same training sequence was done on the original system to elimi- 
nate bias due to additional training; it is this re-trained system that 
we refer to as the baseline system. Training data was a reduced set 
of 190 dialogues. 

The database used to develop the original system was seg- 
mented using the Chasen morphological tagger. A native expert 
was needed to check and correct the output of this tool. 

5.3.2. Recognition Results 

Testing this system on a test set of 10 unseen dialogues gave a 
relative improvement of 13.0% in word accuracy over the baseline 
system rab le  2). We evaluated mora accuracy, breaking both sets 
of hypotheses down to the mora level. 

1 Baseline I New 
Wordaccuracv I 88.2 I 89.6 
Perplexity(re1.) I 5.7'15 I 4.447 

1.493 I 0.03039 PercentWV I 

Table 2 Comparison of performance on an unseen test set. Note 
that this was not the same test set as was used in Table 1. 
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Table 1: Comparison of trigram language models built with the six corpora described in Sect. 5.2.1 

This is an exciting result because it shows that we can use an 
automatically segmented training text for developing a Japanese 
speech recognition system with no negative effects on recognition 
performance. Note also the low out-of-vocabulary rate. Since the 
set of morae in Japanese is small (under 200) and closed, we can 
include all morae in the dictionary as our basic units of recognition, 
thereby eliminating the possibility of out-of-vocabulary (OOV) 
words4. 

One of the concems that we had about using morphologically- 
based segmenting tools was that too many small units were be- 
ing produced. Table 3 gives word length figures for the baseline 
and new systems, and we can see that word length increased and 
number of extremely short words decreased in the new system. 
Words in the hypotheses produced during decoding were on aver- 
age longer than those in the training data. 

I I Baseline I New I 

Table 3: Word length statistics from training data and decoder out- 
put. 

6. CONCLUSION 

We have presented a statistical method for learning a lexicon 
and segmenting a training corpus for development of a Japanese 
speech recognizer, and shown that recognition performance on 
the system developed using this automatically produced lexicon 
and training data outperformed a comparable system trained with 
morphologically-segmented and hand-edited data. Such a method 
is valuable because it allows us to bypass time-consuming and in- 
consistent manual processing and produces units that are of a de- 
sirable length and composition for speech recognition. We eval- 
uated our segmentation technique using the weH-known measures 
of perplexity and word accuracy. We believe that we were able to 
achieve these good results because our technique uncovers charac- 
teristics of spoken Japanese that help in recognition. 

We are very much interested in representing kanji directly, in- 
stead of working with romanized text, and are working toward this 
goal. Early experiments with finding sequences of Japanese char- 
acters were not encouraging, but this may be because the scoring 
convention does not require that the kanji be correct, only that the 
transliteration be accurate, creating a bias against the more diffi- 
cult kanji recognition task. Additional directions for future work 

41n theory, OOV for the new system should be zero; all OOV wcur- 
rences here were caused by transcription errors in the training data. 

include application of this technique to other languages and exper- 
imentation with other sequence-finding techniques. 
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