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ABSTRACT

Native andnon-natve useof languagdliffers, depend-
ing on the proficieny of the speakerin clearandquantifi-
ableways. It hasbeenshavn thatcustomizingthe acoustic
and languagemodelsof a naturallanguageunderstanding
systemcansignificantlyimprove handlingof non-natvein-
put;in orderto makesucha switch,however, thenatveness
statusof the usermustbe known. In this paper we shav
how therecognitionhypothesisanbe usedto predictwith
very high accurag whetherthe speakeiis native. Effec-
tivenesf bothword-basedindphone-basedlassification
are evaluated,anda discussiorof the primary discrimina-
tive featuresis presented.ln an LVCSR systemin which
usersare both natve and non-natve, we have achiered a
15%relative decreasén word errorrateby integratingthis
classificatiormethodwith speechrecognition.

1. INTRODUCTION

Recognitionperformanceon non-natve speectcanbe sig-
nificantly poorerthanon condition-matcheaative speech.
A varietyof methodsave beerproposedor adaptingacous-
tic andlexical modelsto non-natve speechmostapproaches,
however, assumeprior knowledgethat the speakeiis non-
native. An algorithmfor detectinghon-natve speecthis there-
fore neededf non-natve modelingis to befully integrated
into anLVCSR system.

In this paperwe present hypothesis-drienmethodfor
identifying non-native speakers.Using recognizeroutput
of eitherwords or phonemeswe apply Bayesianclassifi-
cationto determinewhetheror not the speakeiis native.
This approachhasthe adwvantageof beingindependentf
the recognizefinternal representatiomf acousticfeatures,
andit requiremnoadditionalrainingof acousticor language
models.

Bayesiarclassificatioris well suitedto thistaskfor ses-
eral reasons. Bayesianlearning methodssupportproba-
bilistic hypothesesyhich allow would a nativenesghresh-
old to be set or the resultto be incorporatedwith other
source®f information.Bayesiarclassificatiorincorporates
the mawginal probability of the class,so knowledgeof the
distribution of speakersikely to usethe systemcanhelpto
improve classificatioraccurag. Bayesiarmodelsalsohan-

dle conflicting examplesgracefully andare not asvulner
ableto datasparsityproblemsaspartitioningmethoddike
decisiontreelearning.

Work in accendiscriminationhasfocusedprimarily on
acoustideaturesFungandLiu [1] have reportedsuccesin
discriminatingnative- and Cantonese-accenté&thglishus-
ing enegy andformant obsenationsin a hiddenMarkov
model(HMM). Teixeira, TrancosoandSerralheird2?] also
usedHMMs, but in a configurationmore often associated
with languagédentification,in a six-wayaccentdentifica-
tion task. In their framevork, individual phonememodel
setswere trainedfor eachaccent-languagpair and inte-
gratedassub-net®f alargerHMM. Methodshatuseacous-
tic features however, canbe difficult to implementif the
featuresarenotin aform thatis readilyaccessibl¢o there-
searcherApproachesnvolving training of acoustionodels
arealsotime consumingandcomputationallyexpensve.

The methodwe describes extremelyfastandrequires
neither linguistic knowledge nor featureextraction. Hy-
pothesedrom a generalEnglish recognizerare classified
asnative or non-natve by a naive Bayesclassifierthat has
beentrainedon examplesof native andnon-natie speech.
If the speakeris found to be non-natve, the utteranceis
re-evaluatedusinga customizedacoustianodelfor optimal
recognitionaccurag.

2. BAYESIAN CLASSIFICATION

2.1. Overview

A Naive Bayesclassifieiincorporategnformationaboutsta-
tistical priors on the target classesas well asthe features
presentin eachexample. A testexampleis classifiedby
assigningit to the classcalculatedas mostlikely to have
producedit. For an utteranceu which may assignedo a

classe, its scoreis calculatedasfollows:
P(c)P(ulc)
Plclu) =
(ch) = =50y

Whenchoosingbetweerclasseswe neednot calculate
theprobabilitydirectly, sincewe wantonly to find themax-
imum score,and P (u) is constanticroslasses.

argmaz., P(c;|u) = argmaz., P(c;) P(ulc;)



We cannotgatherenoughtraining datato reliably es-
timatethe probability of every possibleutterancefor arbi-
trary native and non-natie speakers.Even simplifying to
segeuncesf POS-tagswill not permitcompletelyreliable
estimationof probabilitiesof utterances.Instead,we take
adwantageof the fact that we can breakutterancegdown
into their constituenk.-grams andmakethesimplifying as-
sumptionthatconstituent.-gramsarestatisticallyindepen-
dent,andthattheirorderis unimportant.Theseassumptions
leave uswith thefollowing formulain thetrigramcase:

P(ule;) = H P(wawpwele;) 1)

WaWpWEU

leadingto theselectionof classe; accordingo

H P(wqwpwe|c;) 2

WqWpWEU

¢; = argmaze, P(c;)

In our framework, the classe; is the nativenessstatus
of theuser The tokensw; arewords, phonemespartsof
speechor phoneclassesaswe will seein Sectiongt and5.
Basedon the tokensequencethatare seenin the training
hypothesesa naive Bayesclassifieris trained;basedn the
tokensequenceseenin therun-timehypothesesheclassi-
fier determinesvhetheithespeakeis native andnon-natve,
finding the mostprobableclasse; giventhehypotheses.

2.2. Implementation and execution

The Rainbav statisticaltext classificatiorpackagg3] was
usedfor all classificatiorexperiments Rainbavimplements
a nawve Bayesclassifierfor text, with a numberof features
specializedor text applications.

To frameaccenidentificationasatext classificatiorprob-
lem, eachsetof utterancedrom onetraining speakemwas
treatedasa document.Fromonesetof documentdabeled
asnative andanothersetlabeledasnon-natve, the classi-
fier learnsfeaturedistinguishirgthemandis ableto predict
whethera new documents native or non-natve. This for-
mulationof thetaskpreventsthemodelbeingtrainedonthe
idiosyncrasie®f ary onespeakerandallows very straight-
forwardexecution.

In building andtestingthe model,no featureselection,
or vocalulary specializationwas used. Stop-wordswere
notexcluded,asthey werefoundto be effective discrimina-
tors. The modeltakeslessthan onesecondto build in all
of the configurationave describe.Datawasrandomlypar
titionedinto 70%trainingand30%testing,with theresults
averagedover 20 runs.

3. SPEECH RECOGNITION

3.1. Speech data

This paperreportson classificatiorandrecognitionresults
from an Englishreadnews task, usingten native speakers
of Japanesandeightnative speakeref AmericanEnglish.
Each speakerreadthree articles, one of which was read
by all speakersand two of which were readonly by that
speakerEacharticlecontainecapproximatelysOsentences.
Thetennon-natve speakersvereall of similar Englishpro-
ficieng/, andhadhadsimilardegreesof exposureo English.
This datasetis describedn moredetailin [4].

3.2. Recognizer

TheJRTK speechoolkit [5] wasusedo producerecognizer
hypotheseandto evaluateoverallsystenperformanceWER
of this systemon BroadcastNews FO datais 9.4%. On
the speakersn theseexperiments WER was21% for na-
tive speakereind58% for non-natve speakerslit hasbeen
establishedhat the lower performancdor native speakers
is dueto speakewariability, the locally recordedspeakers
not beingprofessionahewscastersFully-continuousgcon-
text dependenécoustionodelswereusedwith a 25k-word
vocalulary andword trigramlanguagemodelfor word hy-
pothesesnda 52-wordvocahulary andphonetrigramlan-
guagemodelfor phonemehypothesesThe sameacoustic
modelswereusedin bothcases.

4. WORD-DRIVEN DISCRIMINATION

In word-driven discrimination,word hypothesesare pro-
ducednormallyby therecognizerin our caseusingthefull
LVCSR systemdescribedn Section3.2. All hypotheses
from a singlespeakemarebucketednto onedocumentand
the setof documentdrom all speakerss usedastraining
andtestingdatain the cross-alidationschemeoutlinedin
Section2.2. Test"documents’canberestrictedo aspecific
numberof hypotheseto representhenumberof utterances,
or time, it would takefor the classifierto makean accurate
judgementboutthe natvenesf the speaker

In additionto theword hypothesiglassificationyve ran
a secondset of experimentswith words replacedby their
partsof speechThis greatlyreduceghe numberof unique
word typesusedfor classificationwhich wasdesirablebe-
causeof the small numberof training documentsve had
available. Using partsof speecho build the modelalsoal-
lowsusto gainanunderstandingf thetypesof recognition
errorsthatarecommonin non-natie speech.

In evaluatingclassifiemperformancefour testconditions
weredefined:



I Document source | word | POS |

sharedarticle 94 100
sharedarticle (high-WERrec) | 66 77

| disjointarticles |47 |77 ]
| train=d;test=s |56 [95 ]
| train=s;test=d |56 [83 ]

Table 1. Classificatioraccuray of readspeechBaselines
56%.

(a) trainon sharedarticle,teston sharedarticle
(b) trainondisjointarticles, testondisjointarticles
(c) trainonsharedarticle,teston disjointarticles

(d) trainondisjointarticles,teston sharedarticle

Tablel showvsresultsof classificatioronthesegour con-
ditions. Classificatiorresultsarealwayshigherfor thepart-
of-speech-taggduypothesethantheword hypothesesAl-
thoughif oneis training andtestingon the sametask, ary
discriminatingfeaturein the datashouldbe allowedto in-
fluenceclassificationwe wishedto establishthe extent to
which the differencein WER, asopposedo differencesn
thewaytherecognizerespondgo non-natie speechg¢on-
tributedto classificationperformance.To accomplistthis,
we artificially increasedhe WER of the native speechto
matchthat of the non-native speechby introducingwhite
noiseto the signal. This resultis givenin the secondrow
of Table1. Althoughthe classificationaccurag decreases
somavhat, it is still significantlyhigherthanchance sug-
gestingthat thereis indeedsomethingspecialin the way
non-natve speechis being recognizedhatis independent
of theworderrorrate.

Looking at the effect of train andtestarticle mismatch,
we seethat when usingwords as featuresclassificationis
only successfulvhenthe training and test hypothesesll
originatedfrom the sameatrticle. This is becauseof data
sparsity Looking at misrecognition®f wordsthat appear
a numberof timesin the datais quite telling; in an arti-
cle aboutsalmon,for example,it waseasyto seethat for
native speakersalmonwasmostfrequentlymisrecognized
assalmonswhile for non-natie speaker# wasmisrecog-
nizedassimon someongandsomenoneof whichoccurred
in native hypotheseslin the disjoint article case however,
wherewe do nothave multiple examplesof word misrecog-
nitions, it was not possibleto build a successfutlassifier
from words. Using part-of-speechagsresultedin much
strongerperformance:77% classificationaccurag in the
model built from partsof speechascomparedo 47%in
themodelbuilt from words.

| Document source | phone| phoneclass ||
sharedarticle 100 86
disjointarticles 92 80
| train=djtest=s |88 |71 |
| train=sitest=d [ 76 |82 |

Table 2. Classificatioraccurayg of readspeechBaselines
58%.

5. PHONE-DRIVEN DISCRIMINATION

In phone-drvendiscriminatiorexperimentsaphonemestring
was producedby the recognizerinsteadof a word string.
Classificatiorwasbasedthen,onhow frequentspecificohones
werein the recognitionhypothesesAs with the word and
part-of-speechxperimentsunigramandbigramtokenswvere
consideredsclassificatiorkeys.

In additionto thephonehypothesesa setof phoneclass
hypothesewasproducedn whicheachphonewasreplaced
by atokenfor vowel (V) or consonanfC). This parallelshe
word-POdlistinction,but astherearenow only two classes,
n-gramsupto 5-gramswereusedfor classification.

Resultsof phone-basediscriminationareshovnin Ta-
ble 2. As with the word-basedliscrimination,using the
phonedentity, andnotits classjs moreaccuratdor condition-
matchedexperiments. In the phonecase,however, we do
not needto be asconcernedboutovertrainingon specific
tokens sothereis notacompellingreasorto usethe poorer
performingphoneclasses.

The mostinterestingresultis thatwhenusingphoneme
hypothesedraining andtestingon uniquearticlesyieldsa
classificationaccurag of 92%. Table 3 shaws the phone
unigramsandbigramsthatweremostdiscriminative in this
testcase Mary of thephonesndicative of native speectare
onesthatareknown to be difficult for non-natve speakers,
particularlyspeaker®f JapaneseWhenrunningphoneme

Phones Phone classes
Native | Non-natve || Native Non-natve
dh ih CCcC \%
th hh CcC \AY]
er ao CCCC VCCV
axr iy C VC
ax ow CCcccC| cvwv
ax;th aa Ccccev | cv
ch ih;ih VCCCC | vvC
XN ng CVCCC | vceve
jh ae CCcvC | cvcev
dh;ey | hh;ih ccecv CvvC

Table 3. Discriminatve phoneandphoneclassn-gramsin
phoneméiypotheses



recognitionwith nolexical model,thesephonemesgresim-
ply not found in Japanese-accentsgeech. Instead,sim-
ple vowelslike [a] and[i] arehypothesizedvith greatfre-
queng.

The consonant-swel stringsthatarehypothesizedoo,
arenotatall surprisingiwhenconsideringhetwo groupswe
aretrying to discriminate.Frequentonsonantandconso-
nantclustersareclearindicatorsof native speechwhile fre-

guentvowelsandCV-typesyllablesareindicatorsof Japanese-

accentedspeech.

6. ACCENT-DEPENDENT RECOGNITION

With reliable accentdiscrimination,we cancombinestan-
dardrecognitionwith recentlyproposedechnique$or adapt-
ing to non-natve speecho run on-the-flyaccent-dependent
recognition[6, 1], e.g. Ideally, in sucha systemwe would
like to usedisjoint setsof utterancedor classifiertraining
andtesting,so we will usethe phone-basedlassification,
which achieved the bestperformancedor disjoint articles.
Thealgorithmfor runningaccent-dependenécognitionis
asfollows.

1. Generatasetof initial phonehypothesisisingnative
contt-dependeracoustianodelsalexiconwith en-
tries repesentingphonemesand a languagemodel
built from phonemaistributionsin thelanguagemodel
trainingcorpus.

2. Passthesetof hypothesethroughaclassifierthathas
beentrained on phonemehypothese®f native and
non-natve speech

3. If the hypothesiss classifiedas native, re-recognize
the speechwith aword lexicon anda word language
model

4. If thehypothesiss classifiecasnon-native,re-recognize

the speechwith customizedacousticmodels,aword
lexicon,andaword languagemodel.

This proceszanbestreamlinedy generatingvord hy-
pothesesn stepl andclassifyingbasedon thosehypothe-
ses;if the speakers judgedto be native, theinitial hypoth-
esiswill becomethe final hypothesis. Becausehe clas-
sification accurag for word tokensis not as high as for
phonemdokenswhentestingon disjoint sentenceets,one
could boostsystemperformaceeitherby usinga common
setfor classificatioror biasingthe classifierto preferfalse
negativesto falsepositives.We have foundthatfalselyiden-
tifying native speaker@asnon-natve is more harmful than
falsely identifying non-natve speakersas native; the mis-
matchbetweerthe native speectandthe non-native acous-
tic modelsis severe.

Recognizer WER
Native | Non-native | Overall
Baseline 21.6 58.1 42.2
Accent-dependent 22.5 45.1 35.6

Table 4. Recognizeperformanceavith andwithout accent
dependenc

Table4 shavs how recognizeperformanceés improved
whenutteranceglentifiedasnon-natveby ourclassifierare
re-recognizedvith customizedacousticmodels. Our non-
native acousticmodelswere built by training the baseline
BroadcasiNews modelswith 3 hoursof accentedacoustic
dataandinterpolatingthis modelsetwith amorerobustset
asdescribedn [6].

In thisexperimentour classifieproducednefalsepos-
itive, incorrectly identifying one native speakeras a non-
native speaker This is why the WER for the native speech
increasesvhenaccentidentificationis applied. The overall
WER, however, dropssignificantly

7. CONCLUSION

In this papeywe have presente@ fastandeffective method
for identifyingnon-natie speectior LVCSR.Wehave found
thatBayesiarclassificatioris extremelyeffective in detect-
ing non-natve utterancesWe have alsodescribedan algo-
rithm for integratingonlineclassificatiorwith speechiecog-
nition whichresultedn a 15%relative decreasén word er-
ror rate. The probabilisticpropertiesof Bayesianmodels
would allow this classificationmethodto be usedin com-
binationwith acoustic-feature-basédentificationfor even
greateraccuray.
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