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Abstract—One of the inevitable impacts happening in areas
with political conflicts is the significant influx of displaced
individuals. The psychological consequences on individuals
enduring such events are profound. Therefore, the imperative
of providing adequate mental health care to refugees coming
from conflict areas becomes apparent. However, providing this
necessary care faces two obstacles. On the one hand, not all
this target population is expected to have an acceptable level
of proficiency of the hosting country’s local language. On the
other hand, finding enough number of suitable interpreters is
a very challenging task. Moreover, even when the availability
of the human interpreters is no problem, the refugees may
hesitate to share their experiences with interpreters due to the
associated stigma. To address these challenges and enhance
mental health care for refugees, we propose the design of a
modular front-end and back-end Speech-to-Speech translation
system, with a focus on safeguarding patient data privacy. As
our system is Speech-to-Speech, it also enables dialogue with
dyslexic people and removes barriers for their treatment as
well.

Index Terms—mental health, application, artificial intelli-
gence, speech recognition, machine translation, speech syn-
thesis, speech-to-speech system

I. INTRODUCTION

In recent years, several new conflict hotbeds have
emerged, resulting in an augmented number of civilians
seeking refuge abroad. For example, Germany witnessed a
notable increase in the number of refugees from the Middle
East, particularly among Arabic speakers. Considering only
Iraq and Syria, for instance, the number of migrants rose
from 502.955 to 1.208.400 during the period of 2015 to
2022 [1]. Even worse, the number of Ukrainian citizens
in Germany has witnessed a more substantial rise from
133.775 to 1.164.200 in the same time period [1].

Many individuals who have fled these conflicts have
experienced traumatic events that continue to affect their
daily lives even after seeking refuge in safer countries.

§The author worked on the project while pursuing his Post-Doc at KIT

Providing appropriate mental health care is crucial to help
these traumatized individuals cope with their experiences.
However, a significant challenge in delivering effective
treatment arises from the language barrier between patients
and doctors, as many refugees do not speak the same
language as the healthcare professionals.

Although hiring interpreters may seem like a potential
solution, there are several reasons that render this approach
infeasible. Firstly, the costs associated with employing in-
terpreters pose a major financial burden for clinics and hos-
pitals, making it difficult for them to sustain such arrange-
ments over extended periods. Additionally, the presence of
a third-party interpreter during the treatment process can
impede the patient’s comfort and hinder the establishment
of a therapeutic relationship. Traumatized individuals often
experience feelings of shame related to their experiences
and may find it challenging to open up in the presence of
an intermediary.

The use of publicly available translation tools is not
a viable alternative either, as there is a lack of trust in
these systems. Concerns arise due to the transmission of
sensitive patient data to large corporations, compromising
data privacy. Furthermore, these translation tools are not
tailored to the specific vocabulary and nuances of the
psychological domain, which often requires specialized
terminology that differs from general domain data.

Based on our experience from previous projects aiming
at providing technologies benefiting humans [2], [3], [4],
[5] and [6] we address these new challenges, and propose
the development of a modular front-end and back-end
Speech-to-Speech translation system powered by advanced
artificial intelligence (AI) models. These AI models can be
easily extended, adjusted, or replaced as needed, enabling
more accessible and readily available treatment for a larger
number of traumatized refugees.
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II. INNOVATION

We developed a comprehensive application to facili-
tate therapeutic sessions, comprising a front-end interface,
back-end infrastructure comprising integrated automatic
speech recognition (ASR), machine translation (MT), and
text to speech synthesis (TTS) models. The front-end
component operates independently, allowing for flexibility
in customization and design. Both users have the freedom
to choose their preferred headsets for the sessions.

Once a user finishes their utterance, the front-end seam-
lessly communicates with the back-end, displaying the
corresponding transcript and translation for the other partic-
ipant. Moreover, we provide a back-translation as a refer-
ence for speakers to gauge the quality of the translation.
For patients who are unable to read, we incorporate a
speech synthesis function that enables them to listen to the
translations.

The back-end architecture is designed to efficiently han-
dle concurrent clients through parallelization and batching
techniques for transcription, translation, and speech synthe-
sis requests. The back-end establishes a distinct communi-
cation channel with the AI models, facilitating easy and fast
updates, changes, or additions to the AI model repertoire.
All these concurrent communications are managed by an
internal mediator.

III. APPLICATION DESIGN

In this section, we briefly elaborate the design choices for
the front-end and the back-end of our application. We aim
at keeping both parts as independent as possible from each
other. This has multiple benefits, like helping to develop
different front-ends or newer ones in the future, as well
as using the back-end for different applications in different
domains. An abstract overview is given in Fig. 1.

A. The Front-end

The front-end of the current system is created for
Windows-based operating systems. We select the flutter
framework for development, which employs the object-
oriented Dart programming language. Since Flutter is often
a cross-platform framework, we intend to add support of
the application on other operating systems like IOS. In our
scenario, it is not as straight forward to create a cross-
platform application for different operating systems because
our application requires some particular utilities, such as the
ability to use and choose numerous microphones at once.
A screenshot of our front-end is depicted in Fig. 2. In the
image, we can see the current application scenario, in which
the patient and the doctor sit a cross from each other. While
the Arabic side has the back-translation feature activated
(blue text box) the German side has it deactivated.

B. The Back-end

Our back-end server, described as Mediator in Fig. 1,
makes use of the Python-based Django REST framework,
which is simple to read and modify by all our team-
members who are not all experienced developers. The back-
end provides for API endpoints which only allow for en-
crypted requests by the front-end. The front-end application

Fig. 1. Abstract depiction of our current application workflow.

has to send the audio to the correct endpoint specifying the
language spoken and the back-end will forward it to the
correct ASR model and return the transcript to the front-
end. For translations and TTS the client side sends the text
to the respective API and specifies the target language.
The Mediator will again forward the data to the right
model and return the appropriate results. Our Mediator
as well as the AI models we use are implemented in a
way to support parallel processing of requests and thus
reduce the waiting time in case of simultaneous usage of
the application. One has to bear in mind that there might
be multiple front-end sessions run by different doctors. If
the users agree, we also store the communication on the
server for retrieval in the future. The doctor can store a
session conversation as a text file locally as well. Modern
transformer models for autonomous machine translation,
Long Short-Term Memory LSTM-based models for speech
synthesis, and recognition utilizing attention mechanisms
are the AI models we deploy.

Doctors who used the application in therapeutic test
sessions provided comments as the front-end was being
created. The AI models are also always being improved in
accordance with user feedback. The modular and indepen-
dent structure of our AI models, depicted as ASR, MT and
TTS in Fig. 1, enable us to easily exchange models without
changing any back-end code.

IV. CURRENT AI MODELS

In this section, we briefly describe the models used by
the back-end to perform ASR, MT, and speech synthesis.

A. Automatic Speech Recognition

We conducted experiments using various ASR models
with and without batch-weighting [7]. Our study focuses
on developing a speech-to-speech translation application for
psychiatric diagnosis, specifically targeting three languages:
Arabic, German, and Ukrainian. For Arabic, we utilize the
Alj.1200h corpus [8] and test our models on a 2-hour
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Fig. 2. The UI of our Speech-to-Speech Translation Application for
psychiatric treatment.

subset of the modern standard Arabic speech, extracted
from the Alj.1200h test set, as described in [9] (Alj.1200h-
2h). Additionally, we collect 10.53 hours of interview data
using the M.I.N.I [10] questionnaire, with 9 hours allocated
for training and 1.53 hours for testing. The data collection
was done using the TEQST§ tool. After user feedback, we
decided that adapting our models to Levantine dialect is
crucial for our use-case. As such, we collect 71.06 hours
of dialogue data through native Levantine dialect speakers
using the ASROT Website§. Of this data, 66.57 hours are
used for training, and 4.49 hours are held out for testing.

For the German language, we follow a similar data
collection process, with 3.7 hours used for training and
55.18 minutes of M.I.N.I interview recordings used for
testing.

For Ukrainian, we are still in the process of collecting
the appropriate M.I.N.I. data. Please refer to Table I for a
detailed distribution of our training and test data.

Our current results are presented in Table II. Achiev-
ing satisfactory results, especially for Arabic, has been
a non-trivial task, requiring extensive research. Notably,
the results obtained on Levantine dialectal data have been
less favorable. We consider this an ongoing research area
and aim to improve our performance on Levantine dialects
without compromising our results on M.I.N.I or modern
standard Arabic. In our baseline models the performance
on the M.I.N.I. data was considerably higher with a Word

§https://github.com/teqst
§https://transcript-corrector.dataforlearningmachines.com/login

TABLE I
TRAINING (UPPER PART) AND TEST (LOWER PART) DATA

DISTRIBUTION FOR ASR MODELS

Language Data-sets utterance length
German CommonVoice [11], Europarl [12], 867.7 h

Lectures,M.I.N.I
Arabic Alj.1200h, M.I.N.I, Levantine 1202.57 h

Ukrainian Various data-sets [13] 1655.08 h
German CommonVoice, M.I.N.I 25 h
Arabic Alj.1200h-2h , M.I.N.I, Levantine 8.02 h

Ukrainian CommonVoice 8.56 h

Error Rate (WER) of 23.69%. These results show the
importance of researching adaptation techniques of ASR
models to specific domains of use, as well as different
dialects, which are underrepresented in publicly available
datasets.

B. Machine Translation

Currently, we deploy multiple Transformer based mod-
els. As it was previously found out that cascaded mod-
els still outperform direct speech translation models [14],
[15] we employ the translation after the initial speech
recognition. For MT a pivoting through English is used
as it yielded better results in our experiments. The system
architecture and data are similar to the ones presented
in [9]. Currently, the German-Ukrainian MT system is
realized in a pivoting fashion through English as well.
For the Ukrainian → English, we mainly train models
similar to the Arabic → English, using data from public
sources (such as OPUS§) and LDC. This amounted to a
total number of 1.7 million sentence pairs. To complete the
full path between Ukrainian and German, we exploit the
same English → German models formerly developed for
the Arabic–German language pair. Our results are depicted
in BLEU in Table III.

C. Text to Speech Synthesis

For our TTS model, we currently use the model de-
scribed in [9]. However, we also develop new Arabic
TTS models by using models like VITS [16]. In contrast
to previous other models, VITS adopts a more end2end
structure without predicting spectrograms first and models
the intermediate representations to be subjected to Gaussian
distributions with unfixed-variance. This enables the model
to have a more generalised learning capacity and thus
enables better speech naturalness. Besides, VITS keeps
the non-auto-regressive structure and replaces the time-
consuming transformer decoder, like in FastSpeech [17],
with light-weighted flow layers thus gains more speed
bonus. As we want a more seamless user experience the
speed and naturalness of TTS models are very important,
as well.

V. EXPECTED IMPACT

Refugees from war-torn areas may suffer serious trau-
mas. This can result in depression, drug abuse, and affecting

§https://opus.nlpl.eu/
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TABLE II
WER PERFORMANCE OF CURRENT MONOLINGUAL ASR MODELS ON

RESPECTIVE TEST SET

Language Data-set WER
German CommonVoice 16.53

M.I.N.I. 0.21
Arabic Alj.1200h-2h 11.48

M.I.N.I. 8.03
Levantine 31.68

Ukrainian CommonVoice 3.57

TABLE III
BLEU PERFORMANCE OF OUR CURRENT MT SYSTEMS

Language pair General Domain M.I.N.I Domain
German to Arabic 24.49 38.59
Arabic to German 31.35 64.23

Ukrainian to English 37.99 -
English to Ukrainian 30.11 -

the person’s daily life even after they have fled to safer
places.

As such, it is essential to offer these “casualties” the right
mental health-care in order to aid them to recover from
their traumatic experiences. However, it is not uncommon
for refugees not being able to speak the language of their
target country. In these situations, interpreters are required
to help patients and professionals communicate. However,
communication with a doctor through an interpreter has its
own shortcomings. First, its cost is very high. Second, the
interpreters could influence the transferred message due to
their cultural background. Finally, the patient may feel a
lack of privacy and will not be able to express themselves
freely with the presence of the interpreter.

We remove the language barrier for the mental health
treatment of refugees by offering a modular front-end and
back-end application with suitable AI models. Since the
back-end can be installed in every mental health facility, it
eliminates the requirement for an internet connection and
addresses privacy concerns of the patients.

It is worth mentioning that at first, the application tar-
geted the Arabic-speaking refugees. However, while being
in an advanced state of the application, the war broke
out in Ukraine; thanks to the modular design of our
application, we could incorporate the communication with
Ukrainian patients in a short amount of time Additionally,
our approach also removes barriers for dyslexic patients
by enabling speech input and speech output and as such
there is no need to read or write anything in order to
communicate. This project enables faster communication
and diagnosis of mental health issues with refugees of all
kinds of backgrounds. By providing a faster diagnosis and
treatment for these people, we hope to relieve and prevent
people who experienced traumas from their struggles and
habits like drug abuse. This in return will help them
integrate into their new communities in a faster and more
enjoyable way.

This project aligns with the United Nations Sustainable
Development Goals (SDGs) of Good Health and Well
Being (SDG3), as well as Reduced Inequalities (SDG10).
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