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Abstract

Color hasbeen widelyusedfor handsegmentation. How-
ever, manyapproachesrely onpredefined skin color models.
It is very difficult to predefine a color model in a mobile
applicationwhere thelight conditionmay changedramati-
cally over time. In thispaper, weproposea novel statistical
approach to hand segmentation based on Bayes decision
theory. The proposed method requires no predefined skin
color model. Instead it generatesa handcolor model anda
backgroundcolor model for a given image, anduses these
models to classify each pixel in the imageaseither a hand
pixel or a backgroundpixel. Models are generated using a
Gaussian mixture model with the restricted EM algorithm.
Our method is capable of segmenting handsof arbitrary
color in a complex scene. It performs well evenwhenthere
is a significantoverlap between handandbackgroundcol-
ors, or when theuser wearsgloves. WeshowthattheBayes
decisionmethodissuperior to a commonly used methodby
comparing their upper boundperformance. Experimental
results demonstratethefeasibility of theproposed method.

1. Introduction

H
�

and segmentation is a prerequisite for many gesture
recognitiontasks[1]. A popular featurefor handsegmenta-
tion isskin color. Many approaches rely onpredefined skin
color models, whichwork well in constrainedenvironments.
In this paper, we investigate a hand segmentation problem
for a wearable computer application. We show that it is
very difficult to predefineacolor model in thiscase because
the light condition may change dramatically over time. To
solve theproblem, we propose a novel statistical approach
to hand segmentation based on Bayes decision theory. The
new method still relies on color information, but requires
no predefined skin color model. The key innovation is the

dynamic construction of hand and backgroundcolor mod-
els using Gaussian mixture models and the restricted EM
algorithm. The proposed method is capable of segmenting
handsof arbitrary color inacomplex scene. Another contri-
butionof thispaper isthestudyof upper boundperformance
for color-based handsegmentation. The studyindicates the
limit for thecolor-based approaches. We demonstrate that
theproposedmethodissuperior toacommonly used thresh-
old method.

The rest of the paper is organizedas follows. Section
2 describes a motivating application where handsegmenta-
tion approaches based on predefined color modelsare chal-
lenged. Section 3 presents the new method and algorithms.
Section 4 investigates the performance of the new method,
and compares it to the threshold method. Section 5 ad-
dresses thelimitationsof theproposed methodand possible
improvements.

2.
�

A Motivating Application

2.1. Finger Men u for W earable Computers

Recent technological advanceshavemadewearablecom-
puters available for many different applications. However,
how to efficiently interact with a wearable computer is still
an open question. A gesture interface is certainly a good
solution to theproblem. Finger can been used as pointers
for menu selection [2]. In a wearable environment a head-
mounted see-throughdisplay may jitter dueto involuntarily
head motion. In thiscase it may behard to pointafinger at a
menu item, because the item isdisplayedatafixed position
on the head-mounted display and moves around with the
head.

We propose a new menu selection paradigm for wear-
able computers, namely the "finger menu". It works on a
wearable computer with a head-mounted see-throughdis-
play and a head-mounted video camera. Unlike traditional
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UI’s that display menu items at fixed positions on the
screen, our method associates menu items onto the user’s
five fingers. It worksas follows:

1. The user sees throughthehead-mounted screen. The
head-mount camera also monitors the same scene.
Since theuser’s hand is not in the scene, no menu is
displayed. (Figure1a).

2. The menu system is activated when the user moves
his hand,widely opened, into the scene. The system
detects the hand with the camera, and displays five
menu items at appropriate positionsso that they ap-
pear onthefingertipsthroughthehead-mountdisplay.
(Figure1b).

3. The menu items ’fl oat’ . When thehand moves, they
move accordingly so that they stay on the fingertips.
Thus there is no needfor the user to move the hand
to a specific placeto make a menu selection. (Figure
1c)

4. By bendingafinger asif it isavirtual ’click’, theuser
can select themenu item on that fingertip (Figure1d).

5. Themenu systemisde-activatedwhentheuser moves
hishand outof theview.

Figure 1. Finger menu demo

The advantages of this paradigm include: intuitive in-
teraction, a user can operate the device with little or no
training;efficient operation, there isno need to move a fin-
ger to a specific place to make a selection, which could be
ahard head-hand coordination task; and no needfor special
pointing hardware.

In order to implement the finger menu system, we need
to recognizehandsfrom images taken by thehead-mounted
camera. Hand segmentation is an essential preprocessing
step. Howeverit isahard problemfor thefollowingreasons:

� T
�

here are no restrictionsonthe background.

� The camera moves with the user’shead.

� T
�

he light conditionsmay changedramatically. This
includes changing shadow and varying light colors,
e.g. under a sodium-vapor lamp.

There are numerouspublicationsonhand segmentation.
Two common methodsare backgroundsubtraction andskin
color segmentation. Obviously backgroundsubtraction is
infeasible since there is no constant background. Color
segmentation [3] [4] [5] [6] [7] [8] [9] [10] ismoresuitable
in our case. Nevertheless, previousmethodsoften use one
static skin color model, which is inadequate for us. In the
rest of thispaper, wepresent anew way of segmentinghands
with color information.

2.2. Problem F orm ulation

W
�

eformulatethehandsegmentation problemasfollows:
The hand is known to be in an image. The hand color is
unknown in advance (different environments may result in
different handcolors),but isassumedtobelargely consistent
within the image. In addition, we areconcerned with initial
handsegmentation,not subsequent hand tracking. Thuswe
limit ourselves to a single image. Under these conditions,
we want to segment thehand from thebackground,i.e. for
eachpixel in the image, we want to classify it aseither a
handpixel or a backgroundpixel.

2.3. The Data Set

To facilitatethediscussion,weintroduceourhandimage
dataset. A user recordedimage sequencesof hishand with
ahead-mounted camera whileperformingthevariousfinger
menu actions. The actionswereperformedat typicalplaces
whereawearablecomputer isusedincluding: office,home,
vehicles, parks, and streets etc., with variousbackgrounds
and lightconditions. Some sequences were taken while the
user was wearing gloves, which is a reasonable situation
for working in the field. From the sequences, 326 images
wereselected randomly and thehandsin these images were
manually segmented. Each image is 80 � 60,

�
24 bit color.

The 326 images were randomly divided into two halves,
with 163images as trainingdata and theother 163 images
as test data. Figure2 showsrandomsamples of thetraining
dataset.

Figure 2. Some images in the training data set

In
�

this work we use the HSV color space [11] instead
of the RGB color space. Moreover, we use only Hue and
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aturation and ignoreV (brightness) in order to minimize
the influence of shadow anduneven lighting. We plot Hue-
Saturation histograms for analysis. Since the images are
manually segmented,weareabletoplot thecolor histograms
for theoverall image, thehand portion,and thebackground
portionrespectively, asshowninFigure3. Twoobservations
arise after investigating some images:

� Thepeak of handcolor isnot fixed at acertain position
on the H-S plane (compare Figure3b with 3d). This
means we cannotbuild a static hand color model for
all images. Instead, we will build a different hand
color model for different image.

� T
�

he hand color may partially overlap with the back-
groundcolor, as shown in Figure 3d. This means
some hand pixels and backgroundpixels have the
same color. Thus misclassification is inevitable in
color segmentation. However we want to minimize
theerror.

(a
	

) An example image, itshandand backgroundportion

(b)
	

Overall, handand backgroundhistogramsof (a)

(c
	

) Another example image

(
	
d)H istogramsof( c)

Figure 3. Example colo r histograms

3.



A Novel Color Segmentation Method

In thissection,wefirst introduceaBayesdecisiontheory
framework for segmentation. The framework needs a hand
color model and a backgroundcolor model to work. We
then present an approach to build the models dynamically
for any given imageusing Gaussian mixturemodelsand the
restricted EM algorithm, which is thekey innovation of this
paper.

3.1. Hand Segmen tation with Ba y es Deci-

sion Theory

Gi
�

ven thecolor c a� nd coordinates x ,� y o f apixel, wewant
to classify it asa hand pixel if

P ( hand j c; x; y ) > P ( back g r ound j c; x; y ) (1)
	

Applyingtheconditional versionof Bayes rule, we get

P� ( hand j c; x; y ) =

P ( c j hand; x; y ) � P ( hand j x; y )

P ( c j x; y )

W
�

eassume c� isconditionally independentof x, y givenhand,
i.e. P� ( c j hand; x; y ) = P ( c j hand ) . Thus

P ( hand j c; x; y ) =

P ( c j hand ) � P ( hand j x; y )

P ( c j x; y )

A
�

nd similarly for P ( back g r ound j c; x; y ) . Note
P ( hand j x; y ) + P ( back g r ound j x; y ) = 1, therefore (1)
becomes

P ( c j hand ) � P ( hand j x; y ) >

P ( c j back g r ound ) � ( 1 � P ( hand j x; y )) (2)
	

(2) is our Bayes decision criterion, which will be used to
classify thepixels in an image.

We need three models to compute (2). The first one,
P ( c j hand ) ,� isthehandcolor model of animage. Thesecond
one, P ( c j back g r ound ) ,� is the backgroundcolor model of
the image. These two models need to be built for each
image dynamically, as discussed in Section 3.2. The third
one, P ( hand j x; y ) ,� describesthespatial distributionof hand
pixels, i.e. how likely thepixel ( x; y ) is

�
a hand pixel. We

can estimate it from thetraining dataset as follows:

P ( hand j x; y ) =

P

i 2 tr aining imag es

�

i

( x; y )

P

i 2 tr aining imag es

1
(3)

where �

i

( x; y ) = 1 if ( x; y ) is a hand pixel in image i ,�
0 otherwise. Figure 4 is the P ( hand j x; y ) d

�
istribution of

our trainingdataset. The highest regioncorrespondsto the
palm. Sincetheuser tendsto place thehand at thecenter of
theview, this distribution is reasonable.

3.2. Obtaining Color Mo dels from Gaussian

Mixture Mo dels

W
�

e need to estimate the hand color model P ( c j hand )

a� nd thebackgroundcolor model P ( c j back g r ound ) for
�

any
given image. Since hand color may change from image
to image, and the hand color may partly overlap with the
backgroundcolor (as in Figure3), this isnota trivial task.

One observation is that hand color is largely consistent
withinanimage. Thismeanshand pixelstendtoconcentrate



Figure 5. (a) GMM of Figure 3a b y standa rd EM. (b-f ) The w eighted comp onent Gaussians w

i
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i

Figure 4. P ( hand j x; y ) of the training data

a� ndformasinglepeak inahandcolorhistogram. Intuitively
it suggeststo model thehandcolor P ( c j hand ) w� ith aGaus-
sian distribution.This leads to thefollowingmethod.

Given an image, we caneasily compute itsoverall color
distribution P ( c ) by

�
normalizing thecolor histogram of the

whole image:

P ( c ) =

C ount ( pixel s w ith col or c )

C ount ( al l pixel s )

It
�

has the following relationship with the (yet unknown)
handcolor model andbackgroundcolor model:

P ( c ) = P ( hand ) � P ( c j hand ) + (4)
	

( 1 � P ( hand )) � P ( c j back g r ound )

wh� ere P ( hand ) is the percentage of hand pixels in the
image, or the relative hand size (not to be confused with
P ( hand j x; y ) in theprevioussection,which isa pixel level
value).

We can approximate P ( c ) w� ith a Gaussian Mixture
Model (GMM) P� 0

( c ) [12]. TheGMM isaweighted sum of
K G

�
aussian distributionsN 1 ; : : : ; N

K

:

P

0

( c ) =

K

X

i = 1

w�
i

� N

i

( c ) ; w her e

K

X

i = 1

w�
i

= 1

K i
�
sdetermined empirically. WefoundK = 5

�
issufficient.

Let �

i

,� Σ
i� de

�
note N

i

’s meanand covariancematrix respec-
tively. With the Expectation Maximization (EM) algorithm
[13] [14], we can train the GMM, that is to find a set of

parameters w�
i

’s, �

i

’s and Σ
i

’s, such that P� ( c ) � P

0

( c ) .
Figure5 is the GMM trained with randomstarting param-
eters for the imagein Figure3a. Note how well theGMM
approximates the actual overall color distribution in Figure
3b. Also note how well w 1 � N 1 (F

	
igure5b) resembles the

actual handcolordistributioninFigure3b. Sinceweassume
thehand color can bemodeled with aGaussian distribution,
it isnatural to think N 1 c� an beused asthehand color model.
An immediate question follows: Can we guarantee that N� 1

a� pproximatestheactual hand color distributionwell enough
for any image? If the answer is yes, then by the definition
of GMM:

P� 0

( c ) = w 1 � N 1 ( c ) +

K

X

i = 2
�

w�
i

� N

i

( c ) (5)
	

And comparing (4) with (5), we would have thefollowing
parametric formsto solvetheproblem:

P ( hand ) = w 1

P ( c j hand ) = N 1 ( c ) (6)
	

P ( c j back g r ound ) =

1
1 � w 1

K

X

i = 2
�

w

i

� N

i

( c ) (7)
	

Unfortunately, inmost casestheanswer isno if weusethe
standard EM algorithm. In fact, thestandard EM algorithm
only guarantees theoverall fitting of thewholedistribution,
but has virtually no control over the individual component
Gaussians. Thereisnoguaranteethatany of the K� Ga

�
ussian

componentswill beareasonableapproximationto theactual
hand color distribution. Better starting parameter heuristics
will nothelp either. Figures6(a-d) show an example image
and its histograms. Figures 6(f-j) are the Gaussian compo-
nentsobtained usingthestandard EM algorithm. Obviously
noneof theGaussian componentsresemblestheactual hand
color distribution (Figure6c).

However, we will show that with certain modifications
to the standard EM algorithm, we can enforce N� 1, t� he first
Gaussiancomponentof aGMM, tobeagoodapproximation
of the hand color distribution such that we can use (6)(7).
This is thekey innovation of ourmethod.



Figure 6. (a) An image sho wing the de�ciency of standa rd EM. (b,c,d) The overall, hand and background

colo r histogram. (e) The GMM b y standa rd EM. (f-j) The w eighted comp onent Gaussians.

3.3. The Restricted EM Algorithm

During the Maximization step of the standard EM al-
gorithm,themean, covarianceand weight of eachGaussian
componentcan beadjustedfreely. However wecan fix some
parameterstocertain values, or limit their rangesduringEM
training. We call it therestricted EM algorithm. It will still
converge to a local maximum in terms of likelihood[15].
Morespecifically, in thispaperwewill fix � 1 = ˜� 1 a� nd limit
w 1 to

�
bewithin range [ w

low

; w

hig h

] . Themeaning andvalue
of ˜� 1 ,� w

low

, a� nd w�
hig h

w� ill bediscussed in next section.
By restricting these two parameters, we canenforce N� 1 to

�

approximate thehand color distribution. The restricted EM
algorithm is:

Initialization:
Let � 1 = ˜� 1,� w 1 = ( w

low

+ w

hig h

) = 2.
Set other parameters randomly.

DuringtheE-step:
Collect countsas in standard EM algorithm.

DuringtheM-step:
1. Adjust only � 2; : : : ; �

K

as� in standard EM,
leave � 1 unc� hanged.

2. Adjust Σ1; : : : ; Σ
K

as� in standard EM
3. Adjust w 1; : : : ; w

K

as� in standard EM
4. If ( w 1 > w

hig h

) Then
w

i

= w

i

� ( 1 +

w 1 � w

hig h

1� w 1
) ; i = 2

�
; : : : ; K

w 1 = w

hig h

5
�
. Similarly for the w 1 < w

low

cas� e.
Iterating theE-stepand M-step until converge.

Figure7 showstheeffect of therestricted EM algorithm.
Figure 7a is the GMM obtained with the restricted EM al-
gorithm on the same image of Figure 6a. Note the first
Gaussian component (Figure7b)now approximates theac-
tual hand color histogram (Figure6c).

3.4. Estimating the Restrictions

˜� 1 is the estimated mean of the hand color distribu-
tion. It needs to be estimated for each image as fol-
lows. Consider three random variables C

xy

,� C

hand

an� d
C

back g r ound

w� hich takevalueof possiblecolors. C

hand

ha
 

s
distribution P ( c j hand ) , a� nd C

back g r ound

h
 
as distribution

P ( c j back g r ound ) . C

xy

i
�
s the color of pixel ( x; y ) . We

assume thefollowinggenerative randomprocess:

C

xy

= P ( hand j x; y ) � C

hand

+

( 1 � P ( hand j x; y )) � C

back g r ound

That is, pixel ( x; y ) ’s color is generated in such a way:
Firstly the’ identity’ of thispixel ischosen to be’hand’ with
probability P ( hand j x; y ) a� nd ’background’with probabil-
ity 1 � P ( hand j x; y ) (s

	
ee Figure4 for the P ( hand j x; y )

di
�

stribution). Secondly, if it is ’hand’ a color is randomly
pickedfor the pixel according to P ( c j hand ) ,� otherwise the
color ispicked according to P ( c j back g r ound ) .

Now consider aset of pixelsinan imagewithhandproba-
bility P� ( hand j x; y ) = p , w� here p isafixed valuebetween0
and 1. Denotethissetas S!

p

= f ( x; y ) j P ( hand j x; y ) = p g .
The expectation of thepreviousequation over thisset is

( x; y ) 2 S

p

: E [ C

xy

] = p � E [ C

hand

] +

( 1 � p ) � E [ C

back g r ound

]

By
"

definition E [ C

hand

] = ˜� 1. And for ( x; y ) 2 S

p

:

E [ C

xy

] =

P

( x;y ) 2 S

p

col or of ( x; y )

k# S

p

k

= Av er ag e col or of pixel s 2 S

p

Therefore we get

˜� 1 =

1
p

( Av er ag e col or of pixel s 2 S

p

) �



Figure 7. (a) GMM of Figure 6a b y restricted EM. (b-f ) The w eighted comp onent Gaussians w

i

� N

i

1 � p

p

E [ C

back g r ound

] (8)
	

where E [ C

back g r ound

] can� be estimated from the training
data. In particular, if wecanfind some p$ cl� oseto 1 suchthat
k S

p

k i
�
s large enough,we can usetheapproximation

˜� 1 � ( Av er ag e col or of pixel s 2 S

p

)

The restrictions w

low

,� w

hig h

c� ontrol w� 1,� which canbe
interpreted as P ( hand ) ,� therelativehandsize. They arees-
timated fromthetrainingdata. Thedistributionof P� ( hand )

in the training data is plotted in Figure 8. We compute the

Figure% 8. P ( hand ) in training data

mean&
� a� nd standard deviation � o f this distribution. Since

weexpectthehand size in anew imageto becomparable to
those in thetrainingdata, we let

w

low

= � � 2� ; w

hig h

= � + 2� (9)
	

3.5. The Complete Algorithm

T
�

he completealgorithm isas follows.

Duringtraining:
Build P� ( hand j x; y ) w� ith (3)
Estimate theweight restrictionsw

low

,� w

hig h

w� ith (9)
Duringdecoding:

Estimate themeanrestriction ˜� 1 w� ith (8)
Run the restrictedEM algorithm in Section 3.3
Generate thehand color model with (6)
Generate thebackgroundcolor model with (7)
Classify eachpixel with (2)

4.
'

Performance Analysis

4.1. The P erformance on T est Data

W
�

e tested the proposed method on the 163 test images.
Weachieved an averagefalsepositive(backgroundmisclas-
sified as hand) rate of 4.0%, false negative rate of 7.5%,
and total error rate of 11.5%. Thedecodingtakes about0.1
second for eachimage on aPC.

Figure9 shows some segmentation results. Since our
method is apurepixel-wisestatistical classifier, no filtering
is applied. Therefore some segmented hands have holes
or backgrounddots. Figure9g, 9h show the user wearing
gloves. Sincethegloveshaveconsistent color, they areeas-
ily recognized. Figure9k is an example where the hand
Gaussian mistakenly ’grabs’ a nearby background color
peak during restricted EM training. Figure9l shows an-
other case whereour method fails. This isbecause thehand
color in this image is not consistent: the image was taken
insidea car, the thumb and part of the palm was rendered
bluish under the windshield. Therefore a single Gaussian
can nolonger model thehandcolor, which leads to thefail-
ure. Nonetheless, given the difficulty of the test set, we
consider ourmethodto bepromising.

4.2. The Upp er Bound P erformance of Our

Metho d

W
�

e are interested in the upper boundperformance of
the proposed method. That is the performance when we
have ’perfect’ hand and backgroundcolor models. Since
the test data are also manually segmented, we are able to
build a ’perfect’ hand color model for eachtest image by
normalizing its hand color histogram:

P

�

( c j hand ) =

C ount ( hand pixel s w ith col or c )

C( ount ( hand pixel s )

a� nd similarly a ’perfect’ backgroundcolor model. Then
we use these ’perfect’ models to classify pixels in thesame
image. The performance is considered the upper boundof
ourmethod,because themodelsobtained by (6) and (7) are
approximationsto these ’perfect’ models.



Figure% 9. Segmentation results

4.3. The Upp er Bound P erformance of A

Simple Threshold Metho d

W
�

e compare the Bayesian method with a simple skin
color segmentation method that is frequently (but often im-
plicitly )used. Thesimplemethod buildsahand color model
P ( c j hand ) a� nd classifies a pixel as a handpixel if

P ( col or of the pixel j hand ) > T

for
�

some threshold T ,� otherwise it classifies it as a back-
groundpixel.

Weare interested in theupper boundperformanceof this
method. As in Section 4.2 we build a ’perfect’ hand color
model for eachimage,and classify thepixelsin thesameim-
agewith thesimplemethod. Werepeat theexperiment with
different thresholds T . Figure10ashows theperformance
curve with different T . Thelowest error rate is18.3%with
T =0.015. Figures10band 10cshow how falsenegativeand
false positiverates change with respect to T in themethod.
(thecolor distributionsaremappedtoonedimension). Since
thetwo distributionsare intrinsically overlapping,asmall T

w� ill generate less falsenegativebut morefalsepositi ve, and
viseversa.

Table1 summarizestheperformancesof different meth-
ods. Obviously theBayesdecisionmethodisbetter than the
simple threshold method.

5. Conclusions

W
�

e proposed a new way of color segmentation for hand
recognition in a wearable environment. The method builds

FalseNeg. FalsePos. Error

BayesMethod 7.5% 4.0% 11.6%
(A
)

ctual)
BayesMethod 3.1% 3.6% 6.7%
(
)
UpperBound)

S
*

imple Method 6.4% 11.9% 18.3%
(
)
UpperBound)

T+ able 1. P erfo rmance compa rison

s, tatistical handand backgroundcolor modelsfor eachimage
using GMM and therestrictedEM algorithm,and classifies
pixels with Bayes decision criterion. The performance of
theproposed methodis promising.

The success of thismethod relies on theassumption that
hand color in a given image is consistent, and hence can
bemodeled by a Gaussian distribution. Another important
prerequisite is that there need to be a few positions where
hand tends to occur with high probability , so that the aver-
age hand color in a given image canbe estimated reliably.
The wearable computer application mentioned in Section 2
satisfies theserequirements.

Many thingscan bedonefor further improvement. For
example, someconventional imageprocessingmethodssuch
as filtering and region growing will definitely help. More
over, currently eachpixel isprocessed individually,whereas
it mightbebeneficial toconsider interactionsbetweenpixels.
In addition,we only considered color information. As the
upper boundperformance reveals, there is a limit on how



Figure 10. The average upp er b ound p erfo rmance of a simple metho d and its analysis

w� ell we can do with color. Adding different information,
suchasshape,would behelpful. Weare investigating some
of them, and are applying the proposed method to create a
gesturebasedwearable computer interface.
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