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Abstract

Color hasbeen widdy used for handsegmentation. How-
ever, manyappoadesrely on predefined skin color modds.
It is very difficult to predefine a color modd in a mobile
applicationwhere thelight conditionmay changedramati-
cally over time. In thispape, wepropo® a nowe statistical
appmoad to hand ssgmentation based on Bayes decision
theory. The proposd method requires no predefined skin
color modd. Instead it generates a handcolor modd anda
badgroundcolor modd for a given image and uses these
moddsto classify each pixel in the imageaseither a hand
pixel or a badkgroundpixel. Modds are generated usng a
Gaussian mixture model with the restricted EM algorithm.
Our method is capabk of ssgmenting handsof arbitrary
color ina complex scere. It performswell evenwhenthere
isa significant overlap between handand badigroundcol-
ors, or when the user wears gloves. We showthatthe Bayes
decision methodis supeaior to a commonly used methodby
compatring thar uppe boundpeformane Expeimental
results demondratethefeadbility of theproposd method.

1. Introduction

Hand segmentation is a prerequisite for many gesture
recognitiontasks[1]. A popula featurefor hand ssgmenta-
tionisskin color. Many approahes rely on predefined skin
color models, whichwork well in constrai ned environments.
In this paper, we investigate a hand segmentation problem
for a weamble computer applicaton. We show that it is
very difficult to predefine acolor modd in thiscas becaise
the light condition may change dramaticaly over time. To
solve the problem, we propo a novel statistical approah
to hand segmentation based on Bayes decisiontheory. The
new method till relies on color information, but requires
no predefined skin color modd. The key innovation is the

dynamic congrudion of hand and backgroundcolor mod-
els using Gaussian mixture modds and the restricted EM
algorithm. The proposd method is capable of segmenting
handsof arbitrary colorinacomplex scene. Another contri-
bution of thispaper isthe studyof uppe boundperformance
for color-based hand segmentation. The studyindicates the
limit for the color-based approaches. We demondrate tha
the proposd methodis supeiortoacommonly used thresh-
old method.

The red of the paper is organzedasfollows. Secion
2 describes a motivating application where hand segmenta-
tion approahes based on predefined color modds are chd-
lenged. Section 3 presents the new method and algorithms.
Section 4 investigates the performance of the new method,
and compaes it to the threshold method. Section 5 ad-
dresses thelimitationsof the proposed methodand possible
improvements.

2. A Motivating Application

x

Recern technological advances have madewearable com-
puters available for many different applications However,
how to efficiently interact with a wearable computer is still
an open question. A gesture interface is certainly a good
solution to the problem. Finge can been used as pointers
for meru selection [2]. In aweale environmert a head
mounted see-throughdisplay may jitter dueto involuntarily
head motion. In thiscase it may behard to pointafinge at a
meru item, becase the item is displayedat afixed position
on the head-mounted display and moves around with the
head

We propo® a new menu selection paradigm for wear-
able computers, namely the "finge menu”. It workson a
wearable computer with a head-mounted see-through dis-
play and a head-mounted video camera. Unlike traditiond



GUI's that display menu items at fixed positions on the
screen, our method associates menu items onto the user’s
fivefinges. It worksas follows:

1. The user seesthroughthe head-mounted screen. The
head-mount camera also monitors the same scene.
Sincetheuser'shand is notin the scene, nomenuis
displayed. (Figurela).

2. The mernu system is acivated when the user moves
his hand, widdy opened, into the scene. The system
detects the hand with the cames, and displays five
menu items at appropriate postionsso that they ap-
pear onthefingetipsthroughthe head-mountdispl ay.
(Figurelb).

3. The menu items 'floa’. When the hand moves, they
move accadingly so that they stay on the fingertips.
Thus there is no needfor the user to move the hard
to a specific placeto make a meru selection. (Figure
10

4. By bendingafinge asif itisavirtud ’'click’, theuser
can select the menu item on tha fingetip (Figureld).

5. Themeru systemisde-actvatedwhenthe user moves
hishand out of the view.

The advantages of this paradigm indude intuitive in-
teraction, a user can operate the device with little or no
training; efficient opeation, there is no need to move afin-
ger to a specific place to make a selection, which could be
ahard headhand coordination tak; and no needfor special
pointing hardware.

In orde to implement the finge menu system, we need
to recognize handsfrom images taken by the head-mountd
camen. Hand segmertation is an essentid preprocesing
step. Howeveritisahard problemfor thefollowingreasns:

. Therearenorestrictionsonthe background.
The camea moves with the user’s head

The light conditionsmay change dramaticaly. This
includes changing shadow and varying light colors,
e.g. unde asodium-vaporlamp.

There are numerouspublicationson hand segmentation.
Two common methodsare backgroundsubtraction and skin
color segmentation. Obvioudy backgroundsubtraction is
infeasible since there is no congant background. Color
segmentation [3] [4] [5] [6] [7] [8] [9] [10] is more suitable
in our case. Neverthdess, previousmethodsoften use one
static skin color model, which is inadequate for us. In the
rest of thispaper, we present anew way of segmenting hands
with color information.

-

Weformulatethehand segmentation problemasfollows:
The hard is known to be in animage. The hard color is
unknavn in advance (different environments may result in
different hand colors), butisassumed to belargdy congstent
within theimage. In addition, we are concerned with initial
hand segmentation, not subsequent hand tracking. Thuswe
limit ourslves to a singleimage Unde these conditions
we want to segment the hand from the background,i.e. for
eachpixe in the image, we want to classify it aseither a
hand pixel or a backgroundpixel.

Tofacilitatethediscussion,weintrodueourhandimage
dataset. A user recadedimage sequencesof hishand with
ahead-mounted camera while performing thevariousfinge
meru actions. The acionswere performedattypical places
where aweambe computerisusedincluding: office,home,
vehicles, parks, and streets etc., with variousbackgrounds
and lightconditions Some sequences were taken whilethe
user was wearing gloves, which is a reasonable situation
for workingin the field. From the sequences, 326 images
were selected randonly and thehandsin theseimages were
manudly segmented. Each image is 80 , 60, 24 bit color.
The 326 images were randomly divideJ into two hdves,
with 163images as training daa and the other 163 images
astest daa Figure2 showsrandomsamples of thetraining
data set.

In this work we use the HSV color space [11] instead
of the RGB calor space. Moreover, we use only Hue ard



Saturation and ignoreV (brightness) in orde to minimize
the influence of shadow and uneven lighting. We plot Hue-
Saturation histograms for analysis. Since the images are
manudly segmented, weareableto plot thecol or histograms
for theoverall image, the hand portion,and thebackground
portionrespectively, asshowninFigure3. Twoobsrvations
arise after investigating some images:

Thepeak of hand color isnot fixed at acertain position
on the H-S plane (compare Figure3b with 3d). This
means we cannotbuild a static hand color modd for
al images. Instead, we will build a different hand
color modd for different image

The hand color may partially overlap with the back-
groundcolor, as shown in Figure 3d. This means
some hand pixels and background pixels have the
same color. Thus misclassification is inevitable in
color segmentation. However we want to minimize

theerror.
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3. A Novel Color Segmentation M ethod

In thissection, wefirst introdueaBayes decisiontheory
framework for segmentation. The framework needs a hand
color modd and a backgroundcolor modd to work. We
then present an approah to build the modds dynamically
for any given imageusng Gaussian mixturemodds and the
restricted EM agorithm, which isthekey innovation of this
paoe.

W

Giventhecolor _and coordinaes, , of apixel, wewant
to classify it asa hard pixel if

® 1)
Applyingthe conditiond version of Bayes rule, we get

=

Weassune isconditiondlyindependentof x, y givenhand,

i.e . Thus

And smilarly for . Note
1, therefore (1)
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becanes

1 )

(2) is our Bayes decision criterion, which will be used to
classify the pixelsin animage.
We need three modds to compute (2). The first ong
,isthehand color modd of animage Thesecond
one , isthe backgroundcolor modd of
the image. These two models needto be built for each
image dynamically, as discussed in Section 3.2. The third
one , describesthespatial distributionof hand
pixels, i.e. how likdly the pixel is ahand pixd. We
can estimate it from the training data set as follows:
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where 1if is a hand pixel in image ,
0 otherwise. Figure 4 is the distribution of
ourtrainingdaaset. The highest region correspondsto the
palm. Sincethe user tendsto place the hand at the center of
the view, this distributionis reasonable.

We need to estimate the hand color modd
and the backgroundcolor modd for any
given image Since hand color may change from image
to image, and the hand color may partly overlap with the
backgroundcolor (asin Figure3), thisisnotatrivial task.
One observation is tha hand color is largely condstent
withinanimage. Thismears hand pixelstend to concertrate



and formasinglepeak inahand color histogram. Intuitively
it suggeststo modd thehand color _ with aGaus
sian distribution. Thisleads to thefollowingmethod.

Given an image, we caneasly compute its overal color
distribution by normalizing the color histogram of the
wholeimage

B

It has the following relationghip with the (yet unknawn)
hand color modd and backgroundcolor modd:

N (4)
1
[3
where is the percentage of hand pixels in the
image, or the relative hand size (not to be confused with
in the previoussection, which isa pixel level
value).

We can approximate with a Gawssian Mixture
Modd (GMM) | [12]. TheGMM isaweighted sum of

v Gaussian distributions 1y :

2 1

1 1

isdetermined empirically. Wefound 5issufficient.
Let, ,Z denote ’'smeanand covariance matix respec-
tively. With the Expectation Maximization (EM) algorithm
[13] [14], we can train the GMM, that is to find a set of

& -

(d) ()

paameters 's, s and Z's, such tha _ .
Figure5 isthe GMM trained with randomstarting param-
eters for theimagein Figure3a. Note how well the GMM
approximates the actual overal color distributionin Figure
3b Alsonotehow well 1 1 (Figure5b) resembles the
actud hand color distributionin Figure3b. Sinceweassume
the hand color can bemodded with a Gaussian distribution,
it isnatural tothink ;3 can beused asthe hand color modd.
An immediate question follows; Can we guaanteethat
approximatestheactud hand color distributionwell enough
for any image? If the answer is yes, then by the definition
of GMM:

11 ®)
2

And comparing (4) with (5), we would have thefollowing
parametric formsto solve the problem:

1 (6)
(7

Unfortunately, in most casestheanswer isnoif weusethe
standard EM agorithm. In fact, thestandard EM algorithm
only guarantees the overall fitting of the wholedistribution,
but has virtudly no control over the individud component
Gaussiars. Thereisno guaranteethatary of the.  Gaussin
componentswill beareasonable approximationto theactud
hand color distribution. Better starting parameter heuristics
will nothdp either. Figures 6(ad) show an example image
and its histograms. Figures 6(f-j) are the Gaussian compo-
nentsobtained usingthe standard EM agorithm. Obvioudy
noneof the Gaussian componentsresembles the actud hand
color distribution (Figure 6¢).

However, we will show that with certain modifications
to the standard EM agorithm, we can enforce 1, the first
Gaussian componentof aGMM, to beagoodapproximation
of the hand color distribution such tha we can use (6)(7).
Thisisthe key innovation of our method.



During the Maximization step of the standard EM -
gorithm, the mean covariance and weight of eachGaussian
component can beadjusted freely. However we can fix some
parametersto certain values, or limit their rangesduring EM
training. We cal it therestricted EM a gorithm. 1t will till
converge to a local maximum in terms of likelihood[15].
Morespecffically, inthispaperwewill fix, 1 _ "1 andlimit
1 tobewithin rangei“ . Themeaning andvalue
of 71, , and will be discussed in next section.
By restricting these two parameers, we canerforce | 1 to
approximate the hand color distribution. The reﬁricte}f\EM
algorithmis:

Initialization:

Let 1 "1, 1

Set other paame&zrs randomy.
During the E-step:

Collect counsasin standad EM agorithm.
Duringthe M-step:

1. Adjustonly 2,

leave 1 unchangel.

asin stardard EM,

2. Adjust 23 > asinstardard EM
3. Adjust 1 asin stardard EM
4.1f 1 > Then
* 1 11 R 2&(
1
5. Similarly forthe 1 cas.

Iterating the E-stepard M-step until converge.

Figure 7 showsthe effect of the restricted EM agorithm.
Figure 7ais the GMM obtained with the restricted EM al-
gorithm on the same image of Figure 6a. Note the first
Gaussian component (Figure7b) now approximates the ac-
tual hand color histogran (Figure6c).

(h)

g
~1 is the estimated mean of the hand color distribu-

tion. It need to be estimated for eachimage as fol-
lows. Congder three random variables - and
which takevaueof possiblecg’lors has

has distribution
. We

, and
is the color of pixel g
&Jme the followinggenerative randomprocess:

glistribution B

1

That is, pixe 's color is gererated in such a way.
Firstly the'identity’ of thispixel is chosen to be’hand’ with
probability and 'background’ with probabil-
ity 1 (see Figure4 for the

distribution). Secondly, if it is’hand’ a color is randonly
pickedfor the pixel accading to , otherwise the
color ispicked accading to .

Now congder aset of pixelsinanimagewith handproba
bility | , where isafixed value betweenO
and 1. Derotethissetas
The expectation of the pr%/iousequaion over thisset is

R

S
1
By definition “1. And for
Hi
Therefore we get
1

1
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where can be edimated from the training

data. Inpatticular, if we canfind some. closeto 1 suchthat
% islarge enough,we can use the approximation

Wl ig
The restrictions , control 1, which canbe
interpreted as ,therdativehandsize. They arees-

timated fromtﬁ’etrai ningdaa. Thedistributionof
in the training data is plotted in Figure 8. We compute the
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mean and standad deviation  of this distribution. Since
we expectthe hand sizein anew image to be comparadeto
thoseinthetrainingdata, we let

_ 2, 2 )

i

The complete algorithmis as follows.

Duringtraining:
Build with (3)
Esti mge theweightrestrictions ,
During decoding:
Edimate the meanrestriction ™1 with (8)
Run the restricted EM algorithmin Secion 3.3
Generate the hand color modd with (6)
Generate the backgroundcolor modd with (7)
Clasify eachpixe with (2)

with (9)

4 |4

(d)

4. Performance Analysis

We tested the proposed method on the 163 test images.
We achieved an averagefal se postive (backgroundmisclas-
sified as hand) rate of 4.0%, false negdive rate of 7.5%,
and total error rate of 115%. Thedecodingtakes about0.1
secand for eachimage on aPC.

Figure9 shows some segmentation results. Since our
method is a pure pixel-wise statistical classifier, no filtering
is applied. Therefore some segmented hands have holes
or backgrounddots. Figure9g, 9h show the user wearing
gloves. Sincethegloves have condstent color, they are eas-
ily recognized. Figure9k is an example where the hand
Gaussian mistakenly 'grabs a nearby background color
pesk during restricted EM training. Figure 9l shows an-
other cas where our method fails. Thisisbecase the hard
color in thisimageis not condstent: theimage was taken
inside a car, the thunb and part of the palm was rendeed
bluish unde the windshield. Therefore a single Gaussian
can nolonge modd thehand color, which leads to thefail-
ure Nondheless, given the difficulty of the test set, we
congder our methodto be promising.

We are interested in the uppe bound performance of
the proposed method. That is the performance when we
have 'perfect’ hand and backgroundcolor modds. Since
the ted data are also marualy segmerted, we are able to
build a ' perfect hard color model for eachtest image by
normalizing its hand color histogram:

g

and similarly a 'perfect’ background color modd. Then
we use these ' perfect’ models to classify pixels in the same
image. The performance is conddered the uppe boundof
ourmethod, becaise the model s obtained by (6) and (7) are
approximationsto these ' perfect’ modds.



We compare the Bayesian method with a simple skin
color segmentation method that is frequently (but often im-
plicitly) used. Thesimplemethod buildsahand color model

and classifies a pixdl as ahand pixdl if
.3
9
for some threshold , othemwise it classifies it as a back

groundpixd.

We are interested in theuppe boundperformance of this
method. Asin Section 4.2 we build a’ perfect’ hand color
model for eachimage, ard classify the pixelsinthesameim-
age with the simple method. We repeat the experiment with
different thresholds . Figurel0ashows the performance
curve with differet . Thelowest error rateis 18.3% with

=0.015. Figures 10band 10cshow how false negative and
false positive rates change with respect to  in the method.
(thecol or distributionsare mapped to onedimenson). Since
thetwo distributionsareintrindcally overlapping,asmall
will generate less false negative but more false positi ve, and
viseversa

Table 1 summaizesthe performancesof different meth-
ods Obvioudy the Bayes decision methodis better thanthe
simple threshold method.

5. Conclusions

We propo®d a new way of color segmentation for hand
recognition in awearable environment. The method builds

| | FdseNeg. | FdsePos. | Error |

BayesMethod 75% 4.0% 116%
(Actual)
BayesMethod 3.1% 3.6% 6.7%
(UpperBound)
Simple Method 6.4%
(UpperBound)

119% 183%

L

statistical hand and backgroundcol or moddsfor eachimage
using GMM ard the restricted EM algorithm, and classifies
pixels with Bayes decision criterion. The performance of
the proposd methodis promsing.

The succes of thismethod relies on the assumption that
hand color in a given image is congstent, and hence can
be modded by a Gaussian distribution. Another important
prerequisite is that there need to be a few positions where
hand tends to occur with high probability, so that the aver-
age hand color in a givenimage canbe egimated reliably.
The weamb e computer applicaion mertioned in Secton 2
satisfies these requirements.

Many thingscan be donefor further improvement. For
example, someconventiond imageprogessingmethodssuch
as filtering and region growing will definitely help. More
over, currently eachpixel isprocesed individually, whereas
it mightbebeneficial to condder interactionsbetween pixels.
In addition, we only conddered color information. As the
uppe boundperformance reveals, there is a limit on how
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well we can do with color. Adding different information,
such asshape, would be helpful. We are investigating some
of them, and are applying the proposd methodto create a
gesture based weard e computer interface.
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