Abstract

In this paper we present the Arabic related natural language processing components of our German–Arabic speech-to-speech translation system which is being deployed in the context of interpretation during psychiatric, diagnostic interviews. For this purpose we have built a pipe-lined speech-to-speech translation system consisting of automatic speech recognition, machine translation, text post-processing, and speech synthesis systems. We have implemented two pipelines, from German to Arabic and vice versa, to conduct interpreted two-way dialogues between psychiatrists and potential patients. All systems in our pipeline have been realized as all-neural end-to-end systems, using different architectures suitable for the different components. The speech recognition systems use an encoder/decoder + attention architecture, the machine translation system is based on the Transformer architecture, the post-processing for Arabic employs a sequence-tagger for diacritization, and for the speech synthesis systems we use Tacotron 2 for generating spectrograms and WaveGlow as a vocoder. The speech translation is deployed in a server-based speech translation application that implements a turn-based translation between a German-speaking psychiatrist administrating the Mini-International Neuropsychiatric Interview (M.I.N.I.) and an Arabic speaking person answering the interview. As this is a very specific domain, in addition to the linguistic challenges posed by translating between Arabic and German, we also focus in this paper on the methods we implemented for adapting our speech to speech translation system to the domain of this psychiatric interview.

1 Introduction

In psychiatry the Mini-International Neuropsychiatric Interview (M.I.N.I.) is a short structured diagnostic interview for psychiatric disorders (Sheehan et al., 1998). In Germany it is, among others, used for diagnosing Arabic speaking refugees. Here, the language barrier is an obvious one, that is normally overcome with the help of human interpreters. However, human interpreters are scarce, expensive and very often not readily available when an urgent diagnosis is needed. In the project Removing language barriers in treating refugees—RELATER we are therefore building a speech-to-speech translation (S2ST) system for interpreting between a German speaking psychiatrist administrating the Mini-International Neuropsychiatric Interview (M.I.N.I.) and an Arabic speaking person answering the interview. As this is a very specific domain, in addition to the linguistic challenges posed by translating between Arabic and German, we also focus in this paper on the methods we implemented for adapting our speech to speech translation system to the domain of this psychiatric interview.
All systems in our pipeline have been realized as all-neural end-to-end systems, using different architectures suitable for the different components. The speech recognition system uses an encoder/decoder + attention architecture (Nguyen et al., 2020b), the text segmentation component, and the machine translation are based on the Transformer architecture (Vaswani et al., 2017a), and for the speech synthesis we use Tacotron 2\(^1\) (Shen et al., 2018) for generating spectrograms and WaveGlow as vocoder (Prenger et al., 2019).

The rest of the paper is structured as follows: Section 2 describes the Arabic speech recognition system in the pipeline, while section 3 describes the machine translation component and section 4 the Arabic speech synthesis system. As the the topic of diacritization is very prominent for Arabic NLP, we discuss the specific issues we faced in our S2ST system in section 5. In section 6, we study the real-time aspect of our pipeline system which is essential for the deployment.

2 Automatic Speech Recognition

For Automatic Speech Recognition (ASR), we employ an LSTM-based sequence to sequence (S2S) model with encoder/decoder + attention architecture. This model yields better performance compared to the self-attention S2S model with a comparable parameter size. Before the LSTM layers in the encoder, we place a two-layer Convolutional Neural Network (CNN) with 32 channels and a time stride of two to down-sample the input spectrogram by a factor of four. In the decoder, we adopt two layers of unidirectional LSTMs and the approach of Scaled Dot-Product (SDP) Attention to generate context vectors from the hidden states. More details about the models can be found in (Nguyen et al., 2020b). In section 2.1, we list the data used for the training, testing, and domain adaptation. For the latter, we use primary methods described in section 2.2. We report some implementation details and experimental results in section 2.3.

2.1 Data

We use the following data sets. For each data set we give a short name and the duration in hour (h) or in minutes (m):

- **Alj.1200h**: We use this set for the training or bootstrapping of our model. It consists of 1200 hours of broadcast videos recorded during 2005–2015 from the Aljazeera Arabic TV channel as described in (Ali et al., 2016). As reported, 70% of this set is in Modern Standard Arabic (MSA) and the rest is Dialectal Arabic (DA), such as Egyptian (EGY), Gulf (GLF), Levantine (LEV), and North African (NOR). The categories of the speech range from conversation (63%), interview (19%), to report (18%).

- **Alj.MSA+dialect.10h**: A test set of 10 hours described in (Ali et al., 2016) as well. It includes non-overlapped speech from Aljazeera, which was prepared according to (Ali et al., 2016) for an Arabic multi-dialect broadcast media recognition challenge. We use the set as it is without normalizing Alif, Hamza or any other characters.

- **Alj.MSA.2h**: This is a subset from Alj.MSA+dialect.10h where we cut only MSA utterances free from dialects from the beginning of the set until we reached the duration of 2 hours.

- **mini.que.ans.3.34h**: This dataset consists of 915 utterances and 3.34 hours of reading M.I.N.I questions (Sheehan et al., 1998) and free answers from two speakers. We transcribed the answers with our ASR system and then corrected them manually with our desktop application DaC-ToR (Hussain et al., 2020) which we used to correct the automatic transcription. For the recording we employed our online application TEQST\(^2\) which allows the user to read texts and record with their own mobile devices.

- **mini-ans.42m**: A test set that has been processed similarly to mini.que.ans.3.34h. It consists of 224 free answers on M.I.N.I questions with a duration of 42 minutes by one speaker.

\(^1\)https://github.com/NVIDIA/tacotron2
\(^2\)https://github.com/TEQST/TEQST
• **mini.ques.50m**: 225 M.I.N.I questions by the same speaker as from mini-ans.42m with a duration of 50 minutes.

2.2 Domain Adaptation for ASR

As we will see in section 2.3, we obtain extremely poor performance on our target domain (psychiatric interview). Therefore, we are investigating many approaches to adapt our speech recognition system to the target domain. In this paper, we report about two experiments: the mixed-fine-tuning and the fine-tuning experiment (Chu et al., 2017). For mixed-fine-tuning, we begin with the pre-trained model on Alj.1200h data as a baseline and mixed-fine-tune it on the data resulting from mixing Alj.1200h with the domain data mini.que.ans.3.34h. For mixed-fine-tune or fine-tuning the decoder, we freeze the encoder, and train only the decoder. For fine-tuning, we don’t mix the data. Instead we use only mini.que.ans.3.34h set. For mixed-fine-tuning and fine-tuning, We use the learning rates (0.0009) and (0.00001) respectively. We report the result in section 2.3.

2.3 Experimental Results

We experimented with the LSTM-based encoder-decoder + attention using 40 log-Mel features, two-layer Convolutional Neural Network (CNN) with 32 channels, 6 encoder-layers, 2 decoder-layers. For data augmentation, we use *dynamic time stretching* and *specAugument* as described in (Nguyen et al., 2020b).

For the output, we employed a sub-word tokenization method, byte-pair encoding (BPE) (Sennrich et al., 2015), (Gage, 1994). Empirical experiments indicated that 4k tokens yielded the best performance. The tokenizer is trained on MSA texts since we aim to have a well-performing system on MSA. For this reason, we obtain on the first test set MSA+dialect.10h, which contains dialect besides MSA, Word Error Rate (WER) of 18.8% (see Table 1). While, On the second test set MSA.2h with only MSA data, we reach a WER of 12.6%. We employ the beam-search algorithm for the output sequence prediction, where the beam-size of 4 yields the best WER. This low beam-size is considered very efficient for the real-time capability of the system.

For **Domain adaption**, the results of the main model on both test sets mini-ans.42m and mini.ques.50m of the target domain have a very high WER: 40% and 30.4% respectively. Our speech recognition model is S2S without an additional language model scoring or a dictionary. The decoder learns the language model from the training data directly. The out-of-vocabulary (OOV) rate between the test sets and the training data Alj.1200h is 3%. Hence, The main reason of the high WER is not the OOV but the domain mismatch since the training data is from broadcast videos and the domain of both test sets is psychiatric interviews. The results in the next section gives evidence for this hypothesis, since tuning only the decoder yields a considerable improvement.

By mixed-fine-tuning the whole model with the same architecture, we reach an improvement on both domains, where the WER is reduced by 0.7% on both Alj.MSA+dialect.10h and Alj.MSA.2h. Besides, on mini-ans.42m and mini.ques.50m we obtain a WER reduction of about 22%. By mixed-fine-tuning only the encoder we obtain comparable results. On the other hand, although fine-tuning the decoder only causes the forgetting of the out-of-domain (i.e. Alj.MSA+dialect.10h and Alj.MSA+dialect.10h) by increasing their WER by about 8%, it improves the in-domain (i.e. mini.ques.50m) to 6.2%. This is likely due to the questions being identical in the training and test set, however by different speakers. The reason of forgetting is that the fine-tuning does not use the whole training but only the in-domain data.

3 Machine Translation

It is a known fact that translating between structurally or morphologically different languages is a very difficult task. Two well-known examples of these hard language pairs are English–German and English–Arabic. In this work, we are associating the worst of these two worlds: Arabic and German. An example of the unmistakable differences between these two languages is that both of them are morphologically rich: Arabic is highly inflectional ([Farghaly and Shaalan, 2009]) and German possesses word com-
Table 1: ASR results, where FT stands for fine-tuning and dec for Decoder. The values are the Word Error Rate (WER) \( \downarrow \) in percent

<table>
<thead>
<tr>
<th>test set</th>
<th>baseline</th>
<th>mixed-FT</th>
<th>Dec mixed-FT</th>
<th>Dec FT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alj.MSA+dialect.10h</td>
<td>18.8</td>
<td>18.1</td>
<td>18.6</td>
<td>25.7</td>
</tr>
<tr>
<td>Alj.MSA.2h</td>
<td>12.6</td>
<td>11.8</td>
<td>12.3</td>
<td>20.5</td>
</tr>
<tr>
<td>mini-ans.42m</td>
<td>40.0</td>
<td>16.4</td>
<td>18.4</td>
<td>14.8</td>
</tr>
<tr>
<td>mini.ques.50m</td>
<td>30.4</td>
<td>8.6</td>
<td>10.3</td>
<td>6.2</td>
</tr>
</tbody>
</table>

pounding. At the syntactic level, word order is a substantial difference between the two languages. Arabic is much more flexible in this respect.

In this work, we face two major challenges: data scarcity caused by the understudied language pair and the specificity of the domain of application. Indeed, the language pair under consideration here has been out of the focus of the international machine translation campaigns. Such campaigns (such as WMT\(^3\) and IWSLT\(^4\)) are organized on a yearly basis, and have boosted considerably both the performance and the available resources for the language pairs they consider. The data scarcity problem becomes even more severe when we know that the resulting system is to be involved in the communication between psychiatrists and their patients. The genre of the language used therein is quite different from that used in the news. This latter makes most of the available training data.

In the following, we explain the steps we followed to overcome these limitations and to produce a reasonable translation system. Then, we show the developed systems in action through empirical evaluations.

### 3.1 Data

Although the language pair under consideration is not commonly studied, a reasonable training set could be gathered, thanks to the different data sources publicly exposed on the Internet. In Part A of Table 2, we give a summary about the exploited data sets and some of their important attributes.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Sent. Pairs ( \times 10^6 )</th>
<th>Words ( \times 10^6 )</th>
<th>Vocab ( \times 10^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ar</td>
<td>De</td>
<td>Ar</td>
</tr>
<tr>
<td>A: Training Data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TED</td>
<td>199</td>
<td>2.800</td>
<td>3.200</td>
</tr>
<tr>
<td>Multi UN</td>
<td>165</td>
<td>4.700</td>
<td>4.800</td>
</tr>
<tr>
<td>News Commentary</td>
<td>208.783</td>
<td>7.565</td>
<td>6.396</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>9.833</td>
<td>0.146</td>
<td>0.142</td>
</tr>
<tr>
<td>QED</td>
<td>18.537</td>
<td>0.124</td>
<td>0.146</td>
</tr>
<tr>
<td>JW300</td>
<td>358.501</td>
<td>5.805</td>
<td>5.479</td>
</tr>
<tr>
<td>GlobalVoices</td>
<td>9</td>
<td>0.150</td>
<td>0.170</td>
</tr>
<tr>
<td>Tatoeba</td>
<td>1</td>
<td>0.004</td>
<td>0.003</td>
</tr>
<tr>
<td>Q+A-TRAIN(^5)</td>
<td>0.257</td>
<td>0.004</td>
<td>0.005</td>
</tr>
<tr>
<td>Total</td>
<td>954.408</td>
<td>21.383</td>
<td>20.348</td>
</tr>
<tr>
<td>B: Test Data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TED-TEST</td>
<td>1.717</td>
<td>0.021</td>
<td>0.025</td>
</tr>
<tr>
<td>JW-TEST</td>
<td>1.974</td>
<td>0.031</td>
<td>0.029</td>
</tr>
<tr>
<td>Q+A-TEST(^5)</td>
<td>0.129</td>
<td>0.002</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Table 2: Summary of the translation data sets

The TED corpus\(^6\) is our first source of data. This corpus is collected by (Cettolo et al., 2012) from the translations generated by volunteers for the TED talks, over the course of several years. By looking at the data, we think that TED is cleaner and more suitable for speech translation. Therefore, we always start by a baseline trained on TED data only, and then we gradually introduce more data from other sources.

---

\(^3\)http://www.statmt.org/wmt20/
\(^4\)http://iwslt.org/doku.php
\(^5\)In-domain data
\(^6\)https://wit3.fbk.eu/
Another extremely important source is the OPUS\textsuperscript{7} repository. OPUS is a large depot where parallel data is collected from different sources and sometimes also preprocessed for a very large number of language pairs. It turned out that not all of the data available in this repository is in a good shape. Therefore, we manually examined those corresponding to our language pair, and discarded those of which we were convinced that they include very large amounts of noise. A good example of this noisy data is the OpenSubtitle corpus. After this manual filtering, the corpora used from OPUS are: Multi UN, News Commentary, Global Voices, and Tatoeba.

The Wikipedia corpus is generated from German–English and Arabic–English corpora by pivoting over their English side. Although OPUS repository offers these two corpora for download, it does not offer the direct version Arabic–German. We use strict string matching of the English sides to find the Arabic–German translations (i.e. Finding sentence pairs from the two corpora where the English sentences are exactly equal in both pairs).

The QED corpus is a multilingual corpus for the educational domain produced by QCRI in Qatar (Abdelali et al., 2014). Similar to TED talks, this corpus consists of the transcription and translation of educational lectures. In this work, we use the version 1.4 of this corpus.\textsuperscript{8}

Finally, the JW300 corpus was crawled from the Jehovah’s Witnesses website\textsuperscript{9} by (Agić and Vulić, 2019). The contents are of religious nature and are available in a large number of language pairs. This corpus is also made available on the OPUS repository. However, unlike the other corpora, this one comes unaligned on the sentence level. Consequently, we perform sentence alignment on the raw downloaded data. The process was held by the hunalign\textsuperscript{10} tool. However, this tool requires a dictionary for the language pair; we automatically created one from the other aligned corpora. We used the fast_align\textsuperscript{11} tool to align the corpora at the word level in two directions. Afterwards, We restricted our dictionary to word pairs appearing 5 times or more in the two directions.

The last row in Part A of Table 2 shows a part of our in-domain data. The other small part is used for testing (Last row, Q+A-TEST in Part B of the same Table). This consists of the translations of the M.I.N.I questions. Added to them are manual translations of the transcribed answers by some patients. These latter correspond to the mini.que.ans.3.34h data set (mentioned in speech data stes in Section 2.1).

In addition to the training data, we use three test sets to evaluate the performance of our systems on different kinds of data. Some details about these test sets are given in Part B of Table 2 (JW-TEST, TED-TEST, Q+A-TEST). The first two of these sets are considered as general domain and used to measure the model’s performance on out-of-domain tasks. While these two sets are both out-of-domain for our purpose, they still represent different domains. The JW-TEST is a random subset drawn from the JW300, while ensuring that the test and the training sets remain disjoint. The TED-TEST set is the test set used in IWSLT evaluation in 2012 (IWSLT2012). The last test set (Q+A-TEST), as mentioned in the previous paragraph, consists of what was held out from the in-domain data to evaluate the system’s performance on in-domain tasks. This latter test set, as well as its training counter-part (Q+A-TRAIN), is work in progress and will be extended in the future.

3.2 Domain Adaptation for Machine Translation

The similarity between training and test data is a common assumption in machine learning (See e.g. (Daumé and Marcu, 2006) for an elaborate description of this issue). In most cases however, this assumption is violated in the field. This issue is usually resolved by performing in-domain adaptation. That is tweaking a model trained on large quantities of out-of-domain data using only the very few available examples from the domain under consideration. As a result, the similarity between probability distributions of the model and the domain is augmented.

The tasks we perform in this work are no exception to the aforementioned problem. In order to adapt
the general system to the domain under consideration, some few in-domain examples are mandatory. In our work, these examples are the Q+A sets shown in the last rows of Parts A and B of Table 2. It is noteworthy however, that these sets are being actively extended, since the manual data creation is time-consuming.

So far, we explored two approaches to the adaptation: fine-tuning and data selection. Fine-tuning is accomplished by resuming the training for very few additional epochs using only the in-domain data. Data selection provides us with more in-domain data. This is achieved by choosing a special subset of training examples from the general domain training set. This subset consists of general domain examples, which are the most similar to the in-domain examples. The selection process is carried out using (Moore and Lewis, 2010) with more careful out-of-domain language model selection as proposed by (Mediani et al., 2014). The language models used in this procedure are 4-gram language models with Witten-Bell smoothing. We perform the selection for both languages (i.e. once for Arabic and once for German). Then, we take the intersection of the two selected subsets.\(^\text{12}\)

### 3.3 Experimental Results

The input data is preprocessed using the sentence piece\(^\text{13}\) algorithm. For Arabic the vocabulary size is set to 4000 and for German to 16000. Lines longer than 80 words are discarded. The model’s architecture is transformer encoder-decoder model (Vaswani et al., 2017b). Both the encoder and decoder are 8-layers. Each layer is of size 512. The inner size of the feed-forward network inside each layer is 2048. The attention block consists of 8 heads. The dropout is set to 0.2. All trainings are run for 100 epochs. While the number of epochs used for fine-tuning is taken to be 10. We use the Adam scheduling with a learning rate initially set to 1 and with 2048 warming steps. The results are summarized in Table 3.

<table>
<thead>
<tr>
<th>System</th>
<th>JW-TEST</th>
<th>TED-TEST</th>
<th>Q+A-TEST</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A: German → Arabic</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TED only</td>
<td>5.06</td>
<td>12.44</td>
<td>7.99</td>
</tr>
<tr>
<td>TED+Extra data</td>
<td>23.90</td>
<td>14.62</td>
<td>8.19</td>
</tr>
<tr>
<td>Fine-tuned</td>
<td>5.34</td>
<td>12.94</td>
<td>12.18</td>
</tr>
<tr>
<td>Fine-tune-select</td>
<td>23.18</td>
<td>14.35</td>
<td>19.16</td>
</tr>
<tr>
<td><strong>B: Arabic → German</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TED+Extra data</td>
<td>17.17</td>
<td>9.67</td>
<td>6.18</td>
</tr>
<tr>
<td>Fine-tune-select</td>
<td>16.60</td>
<td>9.06</td>
<td>15.96</td>
</tr>
</tbody>
</table>

Table 3: Summary of the translation experiments (results are expressed as BLEU (↑) scores)

The scores in Table 3 are BLEU scores (Papineni et al., 2002). The table is subdivided into two panels, one for each translation direction. We report all tested combinations for the German → Arabic direction. For the reverse direction we report results only for the most promising configurations. The configurations shown here are as follows:

- TED only The training is performed on TED corpus only.
- TED+Extra data the system is trained on all data.
- Fine-tune The fine-tuning is done with the very small in-domain Q+A-train only.
- Fine-tune-select where the fine-tuning is accomplished using the set consisting of the merge between Q+A-train and the 20K more sentences selected from the training corpora.

\(^\text{12}\)Other ways of combining selections from the two sides of the parallel corpus were not explored in this work. Our choice (i.e. the intersection) is motivated by our aim for higher precision.

\(^\text{13}\)https://github.com/google/sentencepiece
As the table shows, using all the available data is helpful for all test sets. However, the JW-TEST is the one which benefits the most. This is to be expected as an important part from the training data comes from the JW300 corpus. That corpus was originally in the same set with JW-TEST. The fine tuning on the tiny Q+A-train data set was not a good help to all test sets. While it introduces small improvement on the in-domain test, it was very harmful to the other sets. It causes the system to quickly overfit; most likely due to its small size and very restricted type of sentences. This is where the data selection comes in handy to fix these problems of the in-domain data set. This is demonstrated on the last row of the two panels of the table. The selection was able to bring a large improvement for the in-domain test set, without harming the other test sets from different domains.

4 Speech Synthesis

For speech synthesis or Text-To-Speech (TTS), we use the state-of-the-art model, namely Tacotron 214 (Shen et al., 2018) which is a recurrent S2S network with attention that predicts a sequence of Mel spectrogram frames for a given text sequence. For generating time-domain waveform samples conditioned on the predicted Mel spectrogram frames, we chose WaveGlow (Prenger et al., 2019) where the authors claim that it has a faster inference than WaveNet (Oord et al., 2016) used with Tacotron 2 in (Shen et al., 2018).

4.1 Experiments

We trained Tacotron 2 and used a pre-trained WaveGlow model found on the Github page of WaveGlow. We also kept most of the default parameters from the implementation except for the sampling rate where we use 16kHz for the audio. As input to the Tacotron 2, we used Arabic character sequences with diacritics in Buckwalter format.15

The corpus used for the training (Halabi, 2016) contains 1813 utterances with a duration of 3.8 hours. We first experimented with Arabic characters without diacritics to synthesize the audio directly from the MT output. Unfortunately, the model did not converge since even the same word in a different context is diacritized differently. Employing BPE used for ASR (section 2) without diacritics did not work either even with pretraining with over 400 hours of the data set Alj.1200h. For this reason we developed the diacritization component (section 5) to our pipeline.

The resulting speech sounds natural (see section 4.2), however, when synthesizing for only one word, the model does not terminate and reaches the maximum decoding steps. As a solution, we implemented data augmentation by both splitting and merging utterances. We apply splitting on 708 out of the total 1813 utterances which are in form of spoken separate words separated by silence, for instance:

"ta>aa˜wSawa˜ra - wata>aa˜wSara - watu&a˜wSa - taSa>aa˜w"

with an automatic approach. The algorithm simply finds positions with values under a threshold. These are simple to find since the corpus is recorded using a professional studio. Besides, we merge randomly 2 and 3 utterances with the probabilities 0.2 and 0.1 respectively if the duration stays under 30 seconds. This approach solved the one words synthesizing. However, another issue appeared, the synthesis contained short silence where it is not supposed to. This is due to the silence between the concatenated utterances which we solved by adding the symbol for silence ”-“ used already in the corpus between to concatenated utterances. It is worth to mention that this method solved an issue of the German synthesis for long sentences.

4.2 Results

For the evaluation of the naturalness of the resulting speech, we constructed an online form including 10 synthesized speech from the first 10 utterances of the test set Alj.MSA.2h (section 2.1) after diacritizing them manually. Besides, we added 3 real speech samples from the training data to judge the seriousness of the evaluators and whether the task has been properly understood by the participants. The scale we use is 1 if the speaker is a robot, 2 near to a robot sound, 3 no difference, 4 near to human sound.

14The source code is available at https://github.com/NVIDIA/tacotron2
15Buckwalter transliteration can be found here: http://www.qamus.org/transliteration.htm
and 5 the sound is from a human. From the 18 participations we received, we deleted the whole evaluation of participants who evaluated one or more of the 3 real audio samples with 2 or below. It remains 11 valid votes with an average of 4.05 as a Mean Of Opinion (MOP ↑). For the whole 18 participations without deleting any invalid votes we obtain a MOP of 3.82. This means that the synthesized speech is of very good quality, in most cases judged as very close to human speech.

5 Diacritization

As mentioned earlier (Section 4), the dicritization was introduced to make the TTS understandable. We were, indeed, unable to synthesize good Arabic speech without these short vowels. The synthesis, then, consists of incomprehensible mumbles as the system tends to insert the vowels arbitrarily.

Diacritics have a crucial role in giving the Arabic text phonetics (Abbad and Xiong, 2020). Moreover, they allow for better comprehension by reducing the level of ambiguity inherent in the Arabic transcription system. Having that said, most modern written Arabic resources omit these diacritics and rely on the ability of the native speakers to guess them from the context. In particular, all the parallel data used to train our translation systems has no diacritics.

We employ a sequence-tagger trained using the Flair-framework (Akbik et al., 2018), which is a BiLSTM-CRF proposed by (Huang et al., 2015). Besides (Akbik et al., 2018) introduces Contextual String Embeddings. Thereby, sentences are passed as sequences of characters into a character-level Language Model (LM) to form word-level embeddings. This is done by concatenating the output hidden state after the last character in the word from the forward LM and the output hidden state before the word’s first character from the backward LM. These two language models result from utilizing the hidden states of the forward-backward recurrent neural network (see (Akbik et al., 2018) for more details about the approach).

5.1 Data

Fortunately, some available Arabic resources are diacritized. Al-Shamela corpus (Belinkov et al., 2016) is a large-scale, historical corpus of Arabic of about 1 billion words from diverse periods of time. It is important to specify that the corpus in its initial state will not be exploitable in our resolution process, for this reason, a series of operations will be carried out, as follows:

- Delete empty lines and lines with a single character and keep only lines with a high amount of vowels (> 40% of characters are short vowels)
- Split words to obtain pairs consisting of (letter, Diacritic Mark).

Applying these steps to the Al-Shamela corpus gives an amount of around 5 million lines of training data. We used only a part of this large corpus (∼ 1.5 million lines). Some other parts of this corpus were held out for validation and testing (1300 validation set and 8000 lines for testing).

5.2 Results

We use the sequence to sequence biLSTM provided by the Flair framework. We kept the configuration as simple as possible. The embeddings are obtained by stacking forward and backward embeddings of size 512 each. They were computed while training a one layer language model. The network consists of an RNN encoder of 1 layer and 128 hidden states and a CRF decoder. With such a configuration, an accuracy of 95.34% was achieved on the held out test set.

6 Real-Time Aspects

All components of the pipeline reside on only one GPU of type TITAN RTX with 24 GB memory. The number of components is 7 where there are 3 for each S2ST direction plus the diacritization component for Arabic side.

We measured the latency of the system components by using 5 Arabic sentences from the test set Alj.MSA.2h consisting of 16, 9, 8, 12 and 9 words, hence 54 words in total. For ASR, we use
the synthesis of this sentences which has the total duration of 47.85 seconds. The ratio of the total duration of processing the 5 sentences by the whole pipeline system to the total input speech duration is \( \frac{7.95}{47.85} = 0.17 \). This means that the processing time is about 6 times faster than the input speech duration. Hence, the system is real-time capable and Long sentences can be chunked into smaller parts in a stream-like output (see (Nguyen et al., 2020a) as an example of using The LSTM-based model for ASR to process a stream). Table 4 shows the time duration in total for the 5 sentences, the average time per sentence, per word, and the model size on the GPU.

<table>
<thead>
<tr>
<th>component</th>
<th>total time</th>
<th>avg. per sentence</th>
<th>per word</th>
<th>GPU model size (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASR</td>
<td>1.06</td>
<td>0.212</td>
<td>0.020</td>
<td>1.4</td>
</tr>
<tr>
<td>MT</td>
<td>1.90</td>
<td>0.381</td>
<td>0.035</td>
<td>0.9</td>
</tr>
<tr>
<td>Diacritization</td>
<td>0.68</td>
<td>0.136</td>
<td>0.014</td>
<td>0.8</td>
</tr>
<tr>
<td>TTS</td>
<td>4.31</td>
<td>0.861</td>
<td>0.080</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Table 4: The measurement of the latency for each component of the pipeline. Times are in seconds(\(\downarrow\)). The measurements are for 5 sentences with (16,9,8,12,9) words, i.e 54 words in total.

It can also be noted from the Table that the TTS is the slowest component in the pipeline.

7 Conclusion

In this work, we presented the different components of our German–Arabic speech-to-speech translation system which is being deployed in the context of interpretation during psychiatric, diagnostic interviews. For this purpose, we have built a pipe-lined speech-to-speech translation system consisting of automatic speech recognition, machine translation, text post-processing, and speech synthesis systems. We also described the problems we faced while building these components and how we proceeded to overcome them.

The speech recognition system uses an LSTM-based encoder/decoder + attention architecture, the machine translation component is based on the Transformer architecture, the post-processing for Arabic employs a sequence-tagger for diacritization, and for the speech synthesis systems we use Tacotron 2 for generating spectrograms and WaveGlow as a vocoder.

For domain adaptation, we used fine-tuning and mixed-fine-tuning on hand-created in-domain data. We achieved thereby considerable improvements despite the scarce collected domain data. This result confirms the already well established fact about the extreme importance of in-domain data. Therefore, collecting more of this domain-related data is on the top of our priorities in the near future. Certainly, this data collection process will not prevent us from trying more ways to exploit the data we already have. For instance, more efforts will be put into exploring other adaptation techniques. Additionally, we are investigating the exploitation of the large quantities of monolingual data in the translation components.
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