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Abstract

Registration is a common event in our daily life. Patients
have to register before they can receive any treatment in a
hospital. Participants have to register before they can at-
tend a meeting. The objective of this research is to minimize
a user’s effort in the registration process. We propose a
multimodalapproach to user registration by combining face
recognition, speech recognition and speech synthesis tech-
nologies together through an efficient dialogue manager.
The multimodal user registration system consists of a face
recognition module, a speech recognition module, a dia-
logue management module, and a speech synthesis module.
When a person comes within range of the camera, the face
recognition module tries to identify the user, and the speech
synthesis module and speech recognition module interact
with the user. The dialogue module integrates and manages
the whole user registration process.

1 Introduction

Registration is the process of identifying people and as-
sociating certain personal information such as phone num-
bers, addresses, etc. with that person. User registration
plays an important role in an intelligent meeting room en-
vironment. Participants’ identities are essential for a mul-
timedia meeting recorder to know who said what and so
forth. Furthermore, knowing who is in the meeting in ad-
vance is helpful for enhancing speech recognition by tak-
ing advantage of more accurate speaker-dependent speech
recognition algorithms. Moreover, some personal informa-
tion (e.g., phone number, email address, etc.) is necessary to
provide a method for contacting a participant after the meet-
ing, which is often necessary in order to convey further in-
formation, follow-up on a participant’s commitments, allow
further discussion, and confirm the decisions of the meet-
ing’s participants. User registration, however, is a tedious

and time-consuming task, especially in environments when
large numbers of people must be registered rapidly and fre-
quently, such as school or work registration. It is also time
consuming to make a person register and re-register in order
to attend different meetings. Therefore, it would be desir-
able if a user could register automatically or interactively
with minimal efforts.

User registration is more than user identification and dif-
ferent from user authentication. In a user registration task,
we assume that the user is cooperative. The task is to keep
an updated copy of a user’s information in a database. The
database can be pre-constructed using information retrieval
techniques. For example, the information of a user can
be obtained from a pre-existing database, a personal home
page, and a department directory. The database, however,
can be incomplete and/or out-of-date. We need to complete,
verify and update user’s information in real-time. The task
requires that we identify a user, and check if information in
the database is complete and up-to-date. In this paper, we
present a multimodal approach to interactive user registra-
tion by combining face recognition, speech recognition and
speech synthesis technologies together through an efficient
dialogue manager.

At Interactive Systems Lab in Carnegie Mellon Univer-
sity we have completed a working prototype of the mul-
timodal user registration system. The system includes a
face recognition module, a speech recognition module, a
dialogue management module, and a speech synthesis mod-
ule. Once a user comes within range of the system, the face
recognition module tries to identify the user, and the speech
synthesis module and speech recognition module interact
with the user. The dialogue module controls the whole user
registration process. During a registration process, a human
face is used as the initial cue to help the system to identify
the user. If the system can identify the user by his/her face
and the user’s personal information is up-to-date, the sys-
tem will finish the registration process automatically, and
the user need do nothing more. If the system can identify



the user by his/her face but the user’s information has not
been updated recently, the system will retrieve the infor-
mation from the database and verify it by confirming the
information with the user through a human-computer dia-
logue process. If the system failed to identify a user’s face,
the system will perform registration interactively through a
dialogue process. The dialogue management module plays
a key role in minimizing the user’s effort. We have devel-
oped a new dialogue management model based on a finite
state automaton (FSA) [1], which uses a Bayesian network
to fuse the user’s information from multiple cues to reliably
estimate the confidence about user identity. The FSA ad-
justs its weights dynamically based on available information
from multiple sources. An optimal action ateach succeed-
ing state is determined by maximizing an objective function
associated to the current confidence and information cues.
Thus the transition between states can be done along the
shortest path from the initial state to the goal state. In short,
the system makes decisions about the user based on the best
available information.

The organization of this paper is as follows: Section 2
presents the multimodal approach to user registration. Sec-
tion 3 describes the architecture of the multimodal user reg-
istration system. Section 4 illustrates the working process
of the system through an example. Section 5 details the
conclusion of this method.

2 Problem Description

User registration is a tedious and time-consuming task,
especially when it has to be done again and again. It is
desirable that a user can register automatically. Automatic
user registration requires a perfect user identification system
and constantly updated database. The system could fail to
identify a user because of incorrect information, and it is
infeasible to maintain a database that contains every possible
user. The database must be constantly updated or it will
quickly become out of date, for instance, someone moves
offices. Therefore, completely automatic user registration
is infeasible in practice. In fact, there are five possible
outcomes for an automatic user registration process:

� Thesystemsuccessfully identities auser and theuser’s
information is updated (e.g., the user has registered
recently).

� The system successfully identifies a user but the user’s
information may be out of the date.

� The system incorrectly identifies a user.

� The system fails to identify a user but the user’s in-
formation is in the database.

� The user is unknown to the system.

Only for the first case, can the system finish the registra-
tion automatically. A completely automatic user registration
systemwill fail in the rest cases. Themajor problem is uncer-
tainty in both user identification and information retrieval.
In order to handle uncertainties, we can take advantage of
human intervention. The system can perform the registra-
tion interactively rather than automatically. Indeed, a user
registration task is different from a user authentication task.
In a user registration task, we can safely assume that a user
is cooperative. The system can interact with a user if there
is any uncertainty during a registration process as shown in
Figure 1. In order to achieve such an interactive user regis-
tration scheme, it requires that a system be able to identify
a user, to understand what a user is saying, to make queries
and to control the interactive process. This can be achieved
by combining face recognition, speech recognition, speech
synthesis, and dialogue management technologies.

Figure 1. Interactive multimodal user registra-

tion

We hope to make a user’s registration process as short
as possible so as to minimize a user’s effort. An optimal
dialogue management strategy can lead to achieving such
a goal. Much work has been directed towards the devel-
opment of efficient dialogue managers for human computer
interaction. Denecke and Waibel proposed the generation
of clarification questions with domain modeling and under-
specified representations to achieve a dialogue goal along
an optimal sequences of questions [2]. Heeman et al. ad-
vocated "factoring out the grounding behavior" from the
structured dialogue model [3]. Papineni et al. used a free-
flow dialogue management model based on a form, which
correspond to a specific task in the domain. The dialogue
manager is mainly responsible for choosing the appropriate
"form" which matches the user’s goal best [4]. Ehrlich struc-
tured complex dialogs into sub- dialogs and thus reduced the
dialogue’s complexity ateach state without losing its flex-
ibility [5]. Johnston et al. applied dialogue management
to multimodal integration based on unification over typed
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feature structure, which determines the consistency of two
pieces of partial information, and combines them into a sin-
gle result if they are consistent [6]. However, for multimodal
user registration, the consistency between multiple pieces of
partial information is already known (they are all from the
same user). We are more concerned with the confidence of
the user’s identity given the information.

We would like to employ an optimization method. It
has been demonstrated by other researchers that a dialogue
management process can be formulated as an optimization
problem ( [7, 8, 9]). Under some assumptions about the
state transition probabilities and cost assignment, a dialogue
system can be considered as a Markov Decision Process
(MDP). With such a framework, the supervised and rein-
forcement learning algorithms are applied to learn the opti-
mal strategy. An optimal strategy is a mapping from a state
to an action, i.e., a policy determines which action should be
taken in every possible state. Once it is learned, it is fixed
and deterministic. This is not necessarily a good approach
for multimodal integration, because information cues from
multiple modalities are dynamically available, and switches
between different modalities are quite frequent. When and
which modality should be used will depend upon the avail-
ability of the various information sources.

In order to handle such uncertainty, we designed a dia-
logue manager based on a finite state automaton. Similar to
the MDP model, we define the states, transitions and action
set. Unlike a traditional MDP model, weights of the FSA
model are not fixed. We use a Bayesian network to deter-
mine the confidence with respect to a user’s identity by fus-
ing current information cues from multiple channels (e.g.,
face image, spoken language input and database). Multi-
modal information cues are integrated incrementally. The
weights are adapted based on an evaluation function, which
indicates the confidence score, completeness of available
information and human-computer interaction cost at current
state. By maximizing this function during each dialogue
turn, the optimal strategy is determined runtime rather than
learned in advance, and the shortest path from initial state to
goal state can be dynamically determined. This will achieve
the goal of minimizing a user’s effort.

3 Multimodal User Registration

We have implemented a multimodal user registration sys-
tem. The system architecture is shown in Figure 2. The
system consists of a face recognition module, a speaker-
independent large vocabulary speech recognition module,
a text-to-speech synthesis module, and a dialogue manage-
ment module. The system works as follows. During a
registration process, a human face is used as the initial cue
to identify a user. Once a user appears within the scene of
the camera, the face recognition module tries to identify the

user. If the system can reliably identify the user by the face
and is certain about user’s information, the system will fin-
ish the registration process automatically. If the system has
any uncertainty in either the identification or the informa-
tion retrieved, the system will start an interactive registration
process. The speech synthesis module and speech recogni-
tion module interact with the user. The dialogue module
optimally controls the whole user registration process. The
remainder of this section discusses each module in more
detail.

Figure 2. System architecture: communications

between modules are through sockets

3.1 Face Recognition Module

The face recognitionmodule consists of two parts: a real-
time face tracker and a face recognition system. These two
parts are connected through a socket. The reason behind the
decision to separate face tracking from face recognition is to
allow the two units to work at different rates. It is essential
that the tracking unit continually updates the location of a
person face for coherency reasons. This requires the tracking
unit to work at a speed of many frames per second. Face
recognition, on the other hand, trades off accuracy for speed.
At many frames per second,accuracy of recognition is too
degraded to be useful. However, it is not necessary that
recognition occurs near as frequently as tracking; therefore,
we have separated the units to allow the tracking unit and the
recognition unit to work at speeds optimal for their purpose.
This has the added advantage of allowing one machine to
perform the tracking and image acquisition, while another
computer performs recognition on the face, which means
registration can be performed remotely while recognition
can be centralized.

Locating and tracking human faces is a prerequisite for
face recognition. By combining the adaptive skin color
model with the motion model and the camera model, we
have developed a real-time face tracker [10]. The system
has achieved a rate of 30+ frames/second on both Unix and
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PC platforms. The system can track a person’s face while
the person walks, jumps, sits and rises. Figure 3 shows an
example of the result by the real-time face tracker.

Figure 3. An example of the real-time face

tracker

The face recognition part is a modular system, which can
easily plug into various face recognition algorithms. We
have currently implemented an "eigenface" algorithm, a dy-
namic space warping (DSW) algorithm [11], and an LDA
algorithm [12]. The techniques based on Principal Com-
ponents Analysis (PCA), namely "eigenfaces" [13], have
demonstrated excellent performance. In the eigenface ap-
proach, a face image defines a point in a high dimensional
space. Different face images share a number of similarities
with each other, so that the points representing these images
are not randomly distributed in the image space. They all
fall into a lower dimensional subspace. The key idea of the
recognition process is to map the face images into an ap-
propriately chosen subspace and perform classification by
distance computation. Instead of transforming a face image
into one point in the eigenspace, the DSW algorithm breaks
down a face image into sub-images using a moving window.
When the square window covers the whole image by mov-
ing half of the window size each time, we get a sequence
of sub-images. Each sub-image can be transformed to a
point in the eigen-space. We then get a set of eigen-points
for each face image. During the recognition process, the
template set of points is compared to the unknown set of
points. The DSW algorithm has better performance than
the eigenface algorithm but it considerably is slower. Un-
like the PCA which encodes information in an orthogonal
linear space, the LDA encodes discriminatory information
in a linear separable space of which bases are not neces-
sarily orthogonal. Researchers have demonstrated that the
LDA based algorithms outperform the PCA algorithm for
many different tasks. However, the standard LDA algorithm

has difficulty processing high dimensional image data. The
PCA is often used for projecting an image into a lower di-
mensional space or so-called face space, and the LDA is
then performed to maximize the discriminatory power. We
have developed an efficient LDA algorithm to maximize the
LDA criterion directly without a separate PCA step [12] .

3.2 Speech Recognition Module

The speech recognition module utilizes XCalibur, a spo-
ken languageR&D ToolKit developed at InteractiveSystems
Inc. [14], as its core engine. It is designed to be compati-
ble with the Java Speech API. The XCalibur supports large
vocabulary continuous speech recognition with a very high
accuracy. In order to further increase recognition rate, we
have written grammars for user registration. Like many task
specific speech recognition applications, user registration
benefits from highly predictable conversation patterns. In
fact, the topics of conversation can quickly be classified into
4 different classes: greeting, determining the need to up-
date information, exchanging information, and confirming
new information. The process of exchanging information
in our user registration system was further categorized into:
name presentation, phone number presentation and email
presentation. We write a grammar for each category. In our
initial test, the speech recognition accuracy is 95% using
such grammars.

3.3 Speech Synthesis Module

We use Festival as the speech synthesis module. Festival
is a general multi-lingual speech synthesis system devel-
oped at Center for Speech Technology Research, University
of Edinburgh. The Festival is a full text-to-speech (TTS)
system with various APIs, and an environment for develop-
ment and research of speech synthesis techniques. For more
detailed information, see [15].

However, synthesizing the pronunciations of many for-
eign names, which have different pronunciation rules, is
a rather tough task. An alternative solution is to record
the user’s pronunciation when he/she answers the question
"What is your first/last name?". This is a part of our future
work.

3.4 Dialogue Manager Module

The dialogue manager module controls the whole reg-
istration process. The dialogue manager module works as
follows: it first obtains the hypothesison a user identity from
the face recognition module; then searches the related infor-
mation in a pre-constructed database; determines the user
identity based on the confidences from different information
cues (e.g., face, name, etc.); further acquires and/or confirms
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First Last Phone Email
name name number address

State 1 Empty Empty Empty Empty
State 2 Filled Empty Empty Empty
State 3 Filled Filled Empty Empty
State 4 Filled Filled Filled Empty
State 5 Filled Filled Empty Filled
State 6 Filled Filled Filled Filled
State 7 Filled& Filled& Filled& Filled&

Verified Verified Verified Verified

Table 1. De�nitions of di�erent states in the

FSA.

user’s personal information via speech recognition module
and text-to-speech synthesis module; and finally updates the
database if information is changed.

The dialogue manager module employs a structure of
finite state automaton (FSA) as shown in Figure 4, which
contains 7 states, each corresponding to the frame filled
with different information. The definitions of different
states are listed in Table definition. We define a frame
containing 4 slots (Firstname: Lastname: Phonenumber:
Email account:) as the format of the required information.
The registration can be considered as a slot-filling process.
It transits from the initial state to the goal state. To minimize
user’s effort, the dialogue manager should take the optimal
action at different states so that the transitions occur along
the shortest path.

 

2 1 3 

4 

6 

5 

7 
Goal 

Start 

Figure 4. Structure of the FSA for the dialogue

manager

The dialogue manager combines all the available infor-

mation through a Bayesian Network, to reliably estimate
the user’s identity. By continuously maximizing an ob-
jective function at each state, i.e.,dynamically adjusting
the weights of the FSA, the optimal action can be selected
from an action set (e.g., performing face recognition, query-
ing the specified information, retrieving information from a
database, etc.).

Since the speech recognition module has very highaccu-
racy and the language- understanding task in a user registra-
tion process is not difficult, we have embedded the natural
language understanding part into the dialogue manager for
keyword spotting and parsing. The recognized speech is
parsed so that user’s information can be extracted with a
correct format.referenced and extracted quickly.

4 An Application Example

We have tested the multimodal user registration system
under our meeting room scenario. The user database is auto-
matically constructed using information retrieval technique
through searching web pages, particularly the directory of
the School of Computer Science in the Carnegie Mellon Uni-
versity, which contains 1744 users’ names, phone numbers
and email addresses (however phone numbers and e-mail
addresses are not always provided). To help readers to bet-
ter understand a registration process using our system, we
have listed a sample dialogue below:
Agent: Welcome to the Multimodal User Registration Sys-
tem!
(System takes Face Recognition, current confidence score
is not high enough for verification, so system asks for more
information )
Agent: Could you tell me your first name?
User: My first name is F-e-i.
(System compute the confidence based on face recognition
and recognized first name, check the database, and have
higher confidence on user’s identity, so ask for verification.)
Agent: Hi, you are Fei Huang, right?
User: Yes, I am.
(System retrieves database for personal information.)
Agent: Hi, Fei, your phone number is two six eight five two
nine nine, your email account is fhuang@cs.cmu.edu. Do
you want to update your personal information record?
User: Yes.
Agent: Which part do you want to change, phone number
or email account?
User: I will update my phone number.
Agent: What is your new phone number?
User: my new phone number is two six eight one four seven
eight.
Agent: You informationhas been updated. Do you want any
other change?
User: No. Thank you.
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Agent: The registration is done, Thank you for using this
system. Goodbye!

5 Conclusion

We have described a multimodal approach for user reg-
istration. We believe that an interactive approach is an effi-
cient way to handle uncertainties in both user identification
and information retrieval. By optimally controlling the in-
teractive process, it is possible to minimize a user’s effort.
We have employed an adaptive FSA model to represent the
dialogue process. The parameters of the model are dynami-
cally adjusted based on the confidence score, completeness
of available information, and human-computer interaction
cost at the current state. We use a Bayesian network to
determine the confidence with respect to a user’s identity
by fusing current information cues from multiple channels
(e.g., face image, spoken language input and database infor-
mation). We have developed a multimodal user registration
system by combining face recognition, speech recognition
and speech synthesis technologies together through an effi-
cient dialogue manager.
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